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Abstract
On February 12, 2001 the Human Genome Project announced that it had assembled a draft physical map of the human genome - the genetic blueprint for a human being. Now the challenge is to annotate this map, by understanding the functions of genes and their interplay with proteins and the environment to create complex, dynamic living systems. This is the goal of functional genomics. Recent technological advances enable biomedical investigators to observe the genome of entire organisms in action by simultaneously measuring the level of activation of thousands of genes under the same experimental conditions. This technology, known as microarrays, provides today unparalleled discovery opportunities and it is reshaping biomedical sciences. One of the main aspects of this revolution is the introduction of heavily quantitative data-analytical methods in biomedical research. This paper reviews the foundations of this technology and describes the statistical challenges posed by the analysis of microarray data.
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1. The Human Genome Project

The Human Genome Project (HGP) is a multi-year effort, coordinated by the Department of Energy and the National Institute of Health, to create a reference sequence of the entire DNA and to identify all the estimated 30,000-40,000 genes of the human genome. Officially started in 1990, the HGP is expected to render its final results in 2005, but the staggering technological advances of the past few years will probably allow the completion of the project by 2003. By then, the total cost of the project will be in excess of $3 billion, making the HGP one of the most funded single scientific endeavors in history, putting it in the league of the Manhattan Project and the Apollo Space Program. The rationale behind such a herculean effort is that a panoramic view of the human genome would dramatically accelerate advances in biomedical sciences and develop new ways to treat, cure, or even prevent the thousands of diseases that afflict humankind. The HGP is also delivering a wealth of commercial opportunities: sales of DNA-based products and technologies are projected to exceed $45 billion by 2009 in the U.S alone.

In June 2000, leaders of the HGP consortium, Craig Venter of Celera Genomics, and U.S. President Clinton announced the completion of a “working draft” DNA sequence of the human genome, whose details were published in February 2001 in two dedicated issues of Nature and Science\(^1\). The result of these efforts is a map of the human genes. This map consists of about 30,000-40,000 protein-coding genes\(^2\), only twice the number of protein-coding genes in a worm or a fly. Because less than 50% of discovered genes have known functions, the challenge now is to annotate this map, by understanding the functions of genes, and their interplay with proteins and the environment to create complex, dynamic living systems. This is the goal of functional genomics.

Several projects around the world are currently under way to discover gene functions and to characterize the regulatory mechanisms of gene activation. One avenue of research focuses on gene expression level, and exploits the recent technology of microarrays\(^3\) to have a panoramic view of the activity of the genome of entire organisms. Microarray technology is reshaping traditional molecular biology by shifting its paradigm from a hypothesis driven to a knowledge discovery approach\(^4\). Traditional methods in molecular biology generally work on a “one gene in one experiment” basis, making the whole picture of gene functions hard to obtain. Microarray technology makes it possible to simultaneously observe thousands of genes in action and to dissect the functions, the regulatory mechanisms and the interaction pathways of an entire genome.

A fundamental component of functional genomics is the development of computational methods able to integrate and understand the data generated by microarray experiments. Typical experimental questions investigated with microarray experiments are: what genes are differentially expressed in an abnormal/tumor cell compared to a normal cell? Which groups of genes are characteristic of a particular class of tumors? Is it possible to identify genomic sub-classes of tumors to design more specific diagnostic tests and treatments? Although the avalanche of genome data produced with microarrays grows daily, no consensus exists about the best quantitative methods to analyze them. Many methods lack of appropriate measures of uncertainty, make dubious distribution assumptions,

\(^1\)Volume 409 of Nature, published February 15 2001 and available at http://www.nature.com/genomics/human/, reported the findings of the publicly sponsored HGP, while volume 291 of Science, published February 16 2001 and available at http://www.sciencemag.org/content/vol291/issue5507/, focused on the findings of the draft sequence reported by the privately funded company Celera Genomics
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and are hardly portable across experimental platforms. Furthermore, little is known about how to design informative experiments, how to assess whether an experiment has been successful, how to measure the quality of information conveyed by an experiment and, therefore, the reliability of the results obtained. The specific character of gene expression data opens unique statistical problems.

The aim of this paper is to offer an overview of these problems and the main approaches proposed to tackle them. To make the paper self-contained, the next section will review essential biology notions. Section 3 describes the two most used microarray platforms: cDNA and synthetic oligonucleotide microarrays. Experimental design issues are described in Section 4, and Section 5 focuses on data quality issues. Section 6 describes techniques used for the analysis of gene expression data measured in comparative experiments, while Section 7 focuses on the supervised and unsupervised methods used to analyze gene expression data from experiments comparing several conditions. Section 8 lists some of the critical open problems and the challenges they pose to the statistical community.

2. The Biology of Gene Expression

Cells are the fundamental working units of every living system. The nucleus of each cell contains the chromosomes that carry the instructions needed to direct the cell activities in the production of proteins via the DNA (deoxyribonucleic acid). The structural arrangement of DNA looks like a ladder twisted into a helix (Figure 1, right); the sides of the “ladder” are formed by molecules of sugar and phosphate, while the “rungs” consist of pairs of nucleotide bases A (Adenine), T (Thymine), C (Cytosine) and G (Guanine) joined by hydrogen bonds. In base pairing, A always pairs with T, and G always pairs with C.

Each strand of the double helix (Figure 1, left) consists of a sequence of nucleotides: the structural components, or building blocks, of DNA. A nucleotide is made of one of the four bases A, T, G, C, a molecule of sugar and one of phosphate. The particular order of the bases arranged along the sugar-phosphate backbone is called the DNA sequence, and encodes the genetic code required to create a particular organism with its own unique traits. The nucleotide bases A, T, C, and G are the “letters” that spell out these genetic instructions, by producing a three-letter word code where each specific sequence of three DNA bases (codons) is the code for an amino acid. For example, the base sequence A TG codes for the amino acid methionine. Amino acids are the basic units of proteins, which perform most life functions, and the role of DNA is to provide instructions to the cells on when and how to produce a new protein.

The genome is an organism’s complete DNA. Genomes vary widely in size across organisms, ranging from the 600,000 base pairs long genome of the bacterium Escherichia coli to the 3 billion base pairs of the human genome and, if unraveled, the whole DNA in a human cell would be six feet (two meters) long [13]. Except for mature red blood cells, all human cells, from fingernail cells to a neuron, contain the same DNA but, despite they carry the same set of instructions, these cells are actually different. These differences are due to the fact that segments of the DNA sequence become active by determining the creation of specific proteins in particular conditions and not in others. These segments of DNA are the genes and the process by which they become active is called their expression.

The modern concept of gene expression dates back to 1961, when messenger RNA was dis-
Figure 1: The nucleus of the a cell contains the genetic code encoded in the DNA “packaged” in chromosomes. The DNA structure is a double helix where each strand consists of a sequence of nucleotides. Pictures taken from [43].
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Figure 2: During the expression process, a complementary copy of a gene code is transcribed into the mRNA. An appropriately modified copy migrates from the nucleus to the cytoplasm where it serves as a template for the protein synthesis. Picture taken from [43].

covered and the theory of genetic regulation of protein synthesis was first described by Jacob and Monot [47]. The gene expression level is an integer valued or continuous measure that provides a quantitative description of the gene expression by measuring the amount of intermediary molecules produced during this process. These molecules are the mRNA (messenger Ribonucleic acid) and the tRNA (transfer Ribonucleic acid), and they are produced during the two steps of transcription and translation leading to the synthesis of a protein. This two-steps representation of protein-synthesis processes is depicted in Figure 2 and constitutes the central dogma of molecular biology [25].

Transcription The first step of a gene expression is the creation of a “complementary copy” of the code stored in one of its complementary strands. A feature of the nucleotide base pairing is that A always pairs with T, and G always pairs with C. The complementary copy of the gene DNA code transcribes T for the letter A, and G for the letter C (and vice versa) into the mRNA. The mRNA molecules look like a single DNA strand, except that the basis T is replaced by the nucleotide base U (Uracil).

Translation The mRNA is moved from the nucleus to the cellular cytoplasm, where it serves as a template on which tRNA molecules, carrying amino acids, are lined up. The amino acids are then linked together to form a protein chain.

The process of transcription initiates at the promoter, which is the part of a gene that contains the information to turn the gene on or off. The initial copy of mRNA (called mRNA transcript) contains the whole segment of DNA bases, which, in eukaryotes organisms, alternates exons — the region
of a gene that contains the code for producing the gene’s protein — and *introns* — non-coding segments of the gene DNA. This initial copy is modified by removing the introns, and migrates out of the nucleus. During the translation process, cellular organelles, called *ribosomes*, function as “photocopy machines” by aligning several copies of mRNA into a “ribbon” that serves as template for the tRNA. As the whole gene expression consists of making a copy of its code into the mRNA, which is then lined up by the ribosomes to form the template for the tRNA, a measure of the gene expression level is the abundance of mRNA produced during this process [78]. This is the main intuition behind the parallel measurement of gene expression levels in microarrays that is described in the next section.

The definition of gene is currently moving away from its traditional *Mendelian definition* as *unit of heredity passed from parent to offspring* [43]. Defining a gene as a segment of DNA that contains the information for making a specific protein is a *functional definition*, and it is not completely satisfactory, as the same gene may determine more than one protein because of alternative splicing [15]. When its function is not even hypothesized, a gene is often described by an *Open Reading Frame* (ORF), which is a DNA sequence delimited by the sequence ATG, the starting *codon*, and one of the stop codons TAA, TAG and TGA.

3. **Microarrays**

Quantitative methods to measure gene expression levels have been available to biologists for more than twenty years. Northern and southern blots (see [3, 95]) are techniques used to identify and locate mRNA and DNA sequences that are complementary to a segment of DNA. While these techniques are limited to examine a small number of genes at a time, a more recent technique, called Serial Analysis of Gene Expression (SAGE) [93], is able to measure the global gene expression from entire cells or tissue. SAGE technology was introduced in 1995 by a team of cancer researchers at Johns Hopkins to rapidly identify differences between cancer cells and normal cells. The main intuition behind this technology was that short but specific stretches of DNA are sufficient to uniquely identify the genes expressed in particular cell. SAGE uses these *short sequence tags* to mark the transcripts of a gene and identify the number of transcripts generated by each gene, thus providing a measure of the gene expression. This technology is useful for detecting and quantifying the absolute expression level of both known and unknown genes, but it is time-consuming as it involves multiple steps and extensive sequencing to identify the appropriate tags [63]. Microarray technology has rendered efficient this process of measuring, simultaneously, the expression level of a large number of genes and, in so doing, is reshaping the epistemological and methodological vision of molecular biology and biomedical sciences.

3.1 **The Technology**

The basic idea behind microarray technology is to simultaneously measure the expression level of thousands of genes by repeating the expression process backwards. Two key concepts behind this measurement process are *reverse transcription* and *hybridization*.

*Reverse Transcription.* The code transported by the mRNA can be experimentally isolated from a lump of cells and reversed-transcribed back into a copy, or clone, of DNA called cDNA. A collection of cDNAs transcribed from cellular mRNA constitutes the cDNA library of a cell.
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Hybridization. Hybridization is the process of base pairing of two single strands of DNA or RNA [60]. DNA molecules are double-stranded and these two strands melt apart at a characteristic melting temperature, usually above 65°C. As the temperature is reduced and held below the melting temperature, single-stranded molecules bind back to their counterparts. The process of binding back is based again on the principle of base pairing, so that only two complementary strands can hybridize. In the same way, a mRNA molecule can hybridize to a melted cDNA molecule, when the mRNA contains the complementary code of the cDNA strands. When hybridization occurs, a singlestranded DNA binds strongly to complementary RNA, and in a way that prevents the strands from re-associating with each other [84].

Microarray technology is used to measure the level of expression of genes in a particular cell or tissue by hybridizing cellular mRNA extracted from the cell either to clones of an entire DNA sequence or to short specific segments known as synthetic oligonucleotides and called oligos in the bio-molecular jargon). The latter are short sequences of single-stranded DNA or RNA that bind readily to their complements. The tethered cDNA sequences or oligos are called probes, while the cellular mRNA extracted from the cell that contains the unknown expressed genes to be detected is called the target [72]. In both cases, the probe is taken to represent a gene of known identity. The target mRNA is labeled with florescent dye and, once on the microarray, genes expressed in the target will hybridize to their complementary probes. The more mRNA hybridize to a probe, the more intense the florescent dye will be on that probe. This mRNA abundance of a gene in the particular cell or tissue under analysis can be therefore measured by the emission intensity of the probe where the gene is located. The signal is filtered to remove noise generated by the microarray background and non-specific expression, i.e. spurious bindings of mRNA [29, 62].

3.2 cDNA Microarrays

cDNA technology was developed at Stanford University [78], although similar concepts can be traced back as far as the mid 80s [33]. A cDNA microarray consists of samples of cDNA strands that are fixed, in equal amount, to spots in a glass slide using a robot. Each strand of cDNA identifies uniquely, with its code, a gene so that each spot in the microarray corresponds to a gene. Investigators extract the total mRNA produced from two types of cells they are studying, for example healthy and tumor cells. They then label each of the two mRNA samples with a different fluorescent dye, one green (Cye3) and one red (Cye5). The pool of differentially labeled mRNA is allowed to bind to the complementary cDNA strands on the glass slides. During the hybridization, if segments of mRNA find their complementary portion among the samples of cDNA in the glass slide, they bind together. When the hybridization is complete, the glass slide is washed to remove the excess of the mRNA pool, and laser excitement of the glass slide is used to yield a luminous emission that is then measured by a scanning microscope. Fluorescence measurements are made with a microscope that illuminates each DNA spot and measures fluorescence for each dye separately, thus providing a measure of the mRNA abundance for each gene in the two cells. The intensity of the green spot measures the mRNA abundance of the gene in the cell whose mRNA was labeled with Cye3, while the intensity of the red spot measures the mRNA abundance of the gene in the cell whose mRNA was labeled with Cye5 and grey spots denote genes that were expressed in neither cell types.

These measurements provide information about the level of expression of each gene in the two
**Figure 3**: A sketch of cDNA microarray technology. The method uses a robot to precisely apply tiny droplets containing clones of functional DNA (cDNA) to glass slides (probes). Researchers then attach fluorescent labels to the mRNA extracted from the cell they are studying. The labeled target is allowed to hybridize with the complementary DNA strands on the slides. Once the hybridization is completed, the slides are put into a scanning microscope able to measure the brightness of each fluorescent dot; brightness reveals how much of a specific DNA fragment is present in the target.

**Figure 4**: A scanned image produced from a cDNA microarray experiment. Each spot denotes a gene. Grey spots denote genes that were expressed in neither types of cells, colored spots identify genes that were expressed in one of the two cells or both. The color of the spot informs about the relative expression of the gene in the two cells.
cells. The monochrome images from the scanner can be imported into software and pseudo-colored to provide a quantitative measure of the relative expression of each gene in the two cells, which is adjusted to account for background noise. Figure 4 shows one of these images, in which spots are colored in red, green, yellow and grey. Each spot corresponds to a gene and the color of the spot informs about whether the gene is expressed (colored) or not, and about the relative level of the gene expression in the two targets. Usually a measurement scale is provided to associate each color tone with a ratio between expression level in the two cells. Examples of the application of this technology are discussed in [78] and, more recently, in [10].

3.3 Synthetic Oligonucleotide Microarrays

High-density synthetic oligonucleotide microarrays are fabricated by placing short DNA sequences (oligonucleotides) on a small silicon chip by means of photolithographic techniques used in computer microprocessor fabrication. This proprietary technology, developed and commercialized by Affymetrix of Santa Clara, CA, under the trademark of GeneChip®, allows the production of highly ordered matrices containing almost 20,000 genes (Affymetrix Human Genome U133 Set).

The rationale behind this technology is the concept of “probe redundancy”, that is, a set of well-chosen small segments of DNA is not only sufficient to uniquely identify a specific gene but it will also reduce the chances that fragments of an unrelated mRNA will randomly hybridize to the probe. Therefore, synthetic oligonucleotide microarrays represent a gene not by the whole copy of its functional DNA but rather by a set of fixed-length independent segments unique to the functional DNA of the gene, as shown in Figure 5. On the GeneChip® platform, each oligonucleotide (probe) is 25-base long and each gene is represented by 16-20 probe pairs. A probe pair consists of a perfect match (PM) probe, and a mismatch (MM) probe. Each PM probe is chosen on the basis of uniqueness criteria, so that each such probe should hybridize only with the complementary portion of mRNA produced by the whole functional DNA sequence when the gene is expressed. The MM probe is identical to the corresponding PM probe except for the fact that the base in the central position is inverted. The inversion of the central base makes the MM probe a specificity control because, by design, hybridization of the MM probe can be attributed to background noise, or non gene specificity of the PM probe, and it is used to remove background and non-specific hybridization [64, 62]. Each cell of an Affymetrix oligonucleotide microarray consists of millions of samples of a PM or MM probe, and each gene is represented by a probe set of 16-20 probe pairs. Probes are scattered across the array to avoid systematic bias.

One microarray can be used only to detect the genes that are expressed and their specific expression level in a particular experimental condition. Investigators extract the total mRNA produced by a lump of cells, and label it with a fluorescent dye. They then let the labeled mRNA hybridize with the probe pairs in the microarray. Each segment of the target hybridizing to a probe will render it fluorescent, thus increasing the emission of the probe. Once hybridization has occurred, the microarray is washed to remove the excess of mRNA, and it is scanned with a standard laser scanner. The scanner generates an image of the microarray and the image is gridded to identify the cells containing each probe. The intensity of each cell in the image is then taken as a proxy of the expression level of the corresponding probe, and the expression level of each gene is computed as a robust average of the specific hybridization of the probe pair set. This specific hybridization of a probe-pair is computed as either the difference between the emission intensity of each PM and its related
Figure 5: An oligonucleotide microarray associates a gene with a set of probe pairs, in this case 20. Each probe pair consists of a perfect match probe (PM) and a mismatch probe (MM). Each PM probe contains millions of oligonucleotides 25 bases long and it is paired with the MM probe, in which the central base of the oligonucleotides is inverted. After mRNA hybridization, the microarray is read with a laser scanner to produce an image, where the intensity of the MM probes is used to correct the intensity of the PM probes to provide a measure of the specific hybridization.

Figure 6: Scanned image of a synthetic oligonucleotide microarray. Grid cells represent probes and the intensity of each matrix cell measures the quantity of hybridized oligonucleotides in a probe.
MM, or as the logarithm of the intensity ratio PM/MM. When averaged over the entire probe pair set, the first measure determines the average difference, whereas the second measure determines the log-average. The analytical software package provided by the platform manufacturer includes a decision procedure to assess whether a given probe set has been hybridized at all. The decision procedure, based on Wilcoxon’s Signed Rank test, assesses whether the hybridization of a gene probe set has occurred (P for present), has not occurred (A for absent), or has been only marginal (M). These three labels are called absolute calls and it is suggested to consider only P-labeled genes in the analysis of the experimental data [11]. An alternative method [61], measures the expression level of each gene as the intensity difference of each probe pair, rather than their average. In an effort to increase the reliability and reproducibility of measurements obtained by oligonucleotide microarrays, researchers have also suggested to use only a selected subset of all probe pairs set [82], but no sound principle has been introduced yet to guide this selection. Still, the vast majority of published research and high-level statistical analysis relies on the measures provided by the manufacturer’s software.

The rationale behind the use of paired PM and MM probes is that the specific hybridization, represented by PM probes, should be always stronger than the non-specific hybridization, represented by MM probes, and such a consistent pattern across the probe set is unlikely to occur by chance. Several studies have been produced to support this claim, for example [64, 49]. However, a large proportion — often as high as 25% — of expression levels measured in GeneChip® microarrays are negative numbers so that, for these genes, the average hybridization of the MM probes is larger than the average hybridization of the PM probes, thus raising the question of whether there are design errors in the probe choice. This kind of design errors, even on a massive scale, are not unusual: almost 60% of one of the three microarrays containing the entire murine genome was found to contain to be non-specific [4]. The new statistical software provided by Affymetrix replaces negative expression values by imputed numbers, so that the expression measures are non negative. However, treating measurement errors as missing values and replacing them with imputed data may hide important information about the data variability and the procedure is still under scrutiny of the scientific community.

4. Experimental Questions and Experimental Design

Both cDNA microarrays and oligonucleotide microarrays provide a panoramic view of the activity of genes under particular experimental conditions. We will term the set of expression levels measured for a gene across different conditions its expression profile, whereas we will use the term genomic landscape of a sample to denote the expression level of the genes measured in that sample in a particular condition. From the experimental design perspective, the main difference between cDNA and oligonucleotide microarrays is that one cDNA microarray is sufficient to compare the expression level of genes in two different experimental conditions, while oligonucleotide platforms require one microarray per condition. Both types of microarrays are nowadays used to answer the same broad classes of questions.

4.1 Experimental Questions

By providing a measure of expression of a gene in terms of its mRNA abundance, microarray technology lets the experimenters observe the genomic landscape of a cell, or cell line — distinct families of cells grown in culture — in a particular condition. The simplest experiment we can devise using this technology is a comparative experiment, illustrated in Figure 7, to identify the genes differentially expressed in two conditions. An example of this experimental setting is the comparison of metastatic versus non-metastatic derivatives of a tumor cell line [56], in which samples of cells from the two conditions are extracted from several patients. The experimental conditions can be specific levels of controllable environmental factors, such as extreme temperatures or starvation, or the modification (knock-in) or the removal (knock-out) of a specific portion of the genome.

More complex experimental questions involve the genomic landscaping of several conditions at the time to characterize, for example, the genomic fingerprint of different types of cancer, [1], or the effect of changing several experimental factors simultaneously [19]. In both cases, each sample consists of the gene expression levels measured in cell lines grown or observed in a particular condition, and different samples can be assumed to be stochastically independent. An different class of experimental questions involve the study of the temporal evolution of gene expression profiles, so that different samples may be stochastically dependent. Studies to this class try to understand, for instance, the process that turns a locally growing tumor into a metastatic killer [20], the yeast sporulation cycle [85], or the response of human fibroblasts to serum [45]. Although the dependency structure among samples requires a different analysis, the common feature of these experiments is to compare the genomic landscape of cells in different conditions.

More advanced experiments try to gain understanding into the biological mechanism associ-
ated with the genomic differences of cell types observed in different experimental conditions, when the experimenters wish to discover the dependency structure between genes within the same experimental condition, or the dependencies among genes between different experimental conditions. Examples of these studies are the discovery of the genes that can be used to aid a more precise diagnosis of particular types of cancer [55], or the discovery of temporal dependencies among gene expression in some biological processes [73].

4.2 Experimental Design

The design of microarray experiments is a critical, albeit still neglected, issue of modern functional genomics. Besides technical issues of probe/microarray choice and design, the most fundamental design issue is the choice of the number of replications required to stake a statistically sound claim. Although microarray technology has rendered gene expression measurement blazing fast, the cost of a single experiment — up to $1200 for a single high resolution synthetic oligonucleotide microarray — is still a significant factor in the experimental choices of biomedical investigators. Comparative experiments reported in main stream biomedical journals were originally limited to “one” replication of an experiment [27]. Arguments have been made to show that a single replication of a comparative experiment is not sufficient to achieve reproducible results [59] but, despite the increasing awareness that data generated by even the most accurate microarray are very noisy, many discoveries reported in main stream journals are often based on experiments with three replications [97].

The main difficulty of this experimental design aspect is caused by the parallel nature of experiments conducted with microarrays: the best number of replicates necessary to obtain an accurate measure of the expression level of a gene \(g\) may not be the same number needed for a different gene. An orthogonal problem is the selection of the time points to sample in order to study the temporal evolution of a biological system. These experiments are usually performed by sampling the gene expression profile using a microarray at predefined temporal intervals and then mounting these snapshots of the genome activity into “movies” that capture the dynamics of the process. The specificity of each gene becomes, here, even more important: the optimal sample points to observe the evolution of a gene during a process may be not the same for another gene on the same microarray.

Furthermore, responses to the micro-environment conditions, such as the time of the day or washing conditions appear to have a significant impact on gene expression. Eric Lander [56], leader of one of the largest genomic centers in the world, reports that “It is well known among aficionados that comparison of the same experiment performed a few weeks apart reveals considerably wider variation than seen when a single sample is tested by repeated hybridization.” Therefore, while replicated experiments should increase the amount of information needed to carry out a statistical analysis, they may also increase variability among replicates. The potential effect of the exogenous sources of variability should be accounted for during the experimental design, by taking into consideration variance components.

A further experimental design issue arises from the common problem of mRNA paucity. It is often the case that a single cell line is unable to produce enough mRNA in the desired condition. In this situation, common practice is to pool together the mRNA extracted from different animals. While obvious reasons of variability control suggest to use the same pooled sample for each experimental condition, the determination of the number of units to pool together is still an open issue.
In more complex experiments conducted to study the effect of different experimental factors, the choice of the number of replications is paired with the choice of the experimental treatments to test. Some recent research has addressed the issue of the experimental design for microarray data [70, 53, 51, 19], by proposing classical factorial experimental designs, but we believe the choice of the experimental design is very much an open problem. The theory of statistical experimental design seeks experimental plans that allow a specific statistical analysis to be carried out to test particular hypotheses [24]. Because, to-date, no agreement exists about the appropriate statistical analysis of gene expression data produced with microarrays, and because many experiments with microarrays are conducted to generate rather than testing hypotheses, the experimental design questions are far from being answered.

5. Data Preprocessing

A common strategy to reduce data variability and data dimensionality is to perform two pre-processing operations before undertaking any analysis of the data: normalization and filtering. The goal of the first operation is to remove systematic distortions across microarrays in order to render comparable experiments conducted under different conditions. The aim of the filtering operation is two-fold: to reduce variability by removing those genes whose measurements are not sufficiently accurate and to decrease the dimensionality of the data by removing genes that are not sufficiently differentiated.

5.1 Normalization of Microarray Data

One well known problem of cDNA technology is the consistent unbalance of the fluorescent intensities of the two dyes Cy3 (green) and Cy5 (red), as Cy3 is systematically less intense than Cy5 [74, 98], and normalization techniques were originally introduced to render the gene expression levels measured by the two different dyes comparable [29]. Although synthetic oligonucleotide microarrays do not suffer from a known systematic distortion similar to the dye fluorescence unbalance of cDNA microarrays, comparative experiments conducted on this platform require to hybridize two targets with two separate microarrays, and a variety of causes, including variations of the amount of mRNA in the two targets or the quantity of dye used to label the two targets, may introduce errors. Normalization techniques are therefore used to “remove” these experimental errors.

For each gene $g$, we denote by $(y_{g1}, y_{g2})$ the pair of expression levels measured in the two conditions. Assuming that the amount or type of dye used to label the two targets as well as variations of the quantity of cellular mRNA used in the two targets induce contaminations, the observed expression level $y_{g2}$ masks the correct expression level $\tilde{y}_{g2}$ one would observe if the second experiment were conducted in exactly the same conditions of the first experiment. Formally, we can write

$$y_{g2} = f(\tilde{y}_{g2})$$

and normalization techniques consist of estimating the function $f(\cdot)$ to recover $\tilde{y}_{g2} = f^{-1}(y_{g2})$. *Total Intensity Normalization* approximates $f(\cdot)$ with the zero-intercept regression line $y_{g2} = \beta \tilde{y}_{g2}$ and estimates $\beta$ by $(\sum_g y_{g1})/\sum_g y_{g2}$, [74]. The rationale behind this choice is that the total quantity of mRNA hybridizing from each target should be the same. When $\beta$ is estimated by the ratio $(\tilde{y}_1/\tilde{y}_2)$, where $\tilde{y}_1$ and $\tilde{y}_2$ are the average expression levels in the two targets, the technique
is also called total mean normalization. Variants of this procedure estimate $\beta$ by the ratio of the median, or by the ratio of the trimmed means.

Normalization with Calibration relies on the assumption that only a very small proportion of genes in a microarray should have substantially different levels of expression across the two conditions. Following this principle, the function $f(\cdot)$ is approximated with the regression line $y_2 = (\tilde{y}_2 - \alpha)/\beta$, and the parameters $\alpha$ and $\beta$ are estimated from the data $(y_1, y_2)$ by fitting the linear regression $y_1 = \alpha + \beta y_2$. In so doing, the regression line for $y_1$ versus $\tilde{y}_2$ will have zero intercept — thus removing systematic deviations — and unitary slope — thus capturing the intuition that the majority of gene expression levels across the two experimental conditions should remain unchanged. Normalization with calibration can be adjusted to account for specific non-linear effects, and nonparametric regression techniques have been proposed to handle possibly nonlinear transformations [7, 44, 98].

One problem of normalization with calibration applied to cDNA data is that, when $\alpha > 0$, small values of the systematically larger intensity are replaced by negative numbers. As the normalized expression levels are often compared by computing their ratio in log-scale, negative numbers are then disregarded. To avoid this bias, other normalization techniques try to calibrate the ratios $y_{g2}/y_{g1}$ [17] or the log-ratios $\log(y_{g2}/y_{g1})$, [98].

All these normalization techniques can be used either globally or locally: global normalization uses all genes in the microarray to identify a transformation of the expression data to calibrate the measures in the two samples, whereas local normalization uses only a subset of the genes on the microarray, which are either genes known to remain constantly expressed across the two particular experimental conditions or housekeeping genes, a library of genes believed to have nearly constant expression level in a variety of experimental conditions. Well accepted protocols [38, 21, 7] use the subset of genes detected as hybridized by the Affymetrix software.

Extending normalization techniques to repeated experiments is not straightforward. Yang et al [98] give a comprehensive overview of normalization techniques for repeated experiments with cDNA microarrays. For oligonucleotide microarrays, a common approach to normalization of multiple experiments is to choose one replication as baseline and to apply normalization with calibration, or total intensity normalization, to the other replications [38]. To avoid the lack of symmetry of this procedure, the baseline is often computed as the average expression profile [90]. An open question remains whether normalization of replicated experiments with oligonucleotide microarrays is needed at all. In replicated experiments, in which more than one microarray is hybridized with a replication of the same target, changes in the amount of cellular mRNA or changes in the amount of fluorescent dye should be considered part of the experimental error. If no systematic errors are introduced, one can assume that the measurements observed for gene $g$ in the replicate $k$ of the experimental condition $i$ are

$$y_{gik} = \tilde{y}_{gi} + \epsilon_{gik}$$

where $\epsilon_{gik}$ is the error in replicate $k$, and $\tilde{y}_{gi}$ is the correct expression level of gene $g$ without the experimental error. The assumption that the experiment is reproducible would require that, on the average, the experimental errors compensate, so that each $\epsilon_{gik}$ is generated from a normal distribution with zero expected value, while the error variance can be modeled to account for the different sources of variability. An approach along this line is presented by [96, 48] for the analysis
of repeated cDNA-based expression levels. To further account for the variability across repeated samples of the same target, one may assume that

\[ y_{gik} = \tilde{y}_{gik} + \epsilon_{gik} \]

where \( \tilde{y}_{gik} \) is the realization of the gene \( g \) expression level in the \( k \) replicate of the experimental condition \( i \). By random modeling the gene expression level, one can also take into account the variability between expression levels of the same gene in the replication of the same experimental condition. This approach is used in [80] to develop an integrated Bayesian differential analysis of gene expression data that overcomes the need for arbitrary normalization techniques.

The issue of normalization of repeated comparative experiments differs from the normalization needed when more than two experimental conditions — either different targets or the same target tested at different time steps — are analyzed. For example, when the objective of the whole experiment is to examine the temporal behavior of a genomic system during a cell cycle, it is common practice to take only one replication of the gene expression data at each time point [45, 85, 32], and normalization techniques are typically used to make the expression levels comparable. Although the correct solution would be to take few replicates of each measurement, cost constraints often make this solution impossible. More study is here needed to ascertain whether statistical modeling techniques can be used to account for measurement errors.

5.2 Filtering

Several techniques are available to reduce data dimensionality and variability by removing some gene measurements. It is surprising to realize that ad hoc rules are commonly used, and that the choice of the genes to be removed differs substantially according to the microarray platform and the statistical analysis to be performed.

For expression data measured with cDNA microarray, it is common practice to disregard those genes with negative or small expression level (after normalization). The software developed by Affymetrix deploys a decision procedure to assess the amount of hybridization of each gene, and it is suggested to discard all genes whose expression level is labeled as A (absent) or M (marginal). This procedure is justified by the intuition that expression level smaller than values ranging between 10 and 100 are actually measurement errors [11]. However, the genes discarded by this procedure would often amount to the vast majority, and investigators tend to adopt less stringent criteria to select a subset of the genes to be further analyzed. A common strategy retains only those genes with a change in the normalized expression level exceeding a particular threshold \( d \) in a preset number of experiments \( c \), for example \( d = 3 \) and \( c = 1 \) in [14]. The choice \( c = 2 \) was originally suggested by [27] to analyze expression levels measured with cDNA microarrays, and an insightful analysis of the empirical success of this rule is described in [77]. Golub et al. [38] suggest to further score genes by their standard deviation, so that to limit the analysis to those genes that vary most across experiments, and a similar approach is proposed by [30]. Other authors remove “spiked” genes, that is, those gene with one abnormally large or abnormally small measurement [88].

All these filters depend on arbitrary thresholds used to decide when a value is abnormally large or small, or when the variability of the measurements is too high. The impact of normalization and filtering strategies is unclear and few systematic studies are available to provide investigators with
a description of the properties of these preprocessing techniques and guidance on choosing that one most appropriate for their particular problem.

6. Analysis of Comparative Experiments

This section describes the most popular techniques for the analysis of gene expression data in (possibly repeated) comparative experiments. The objective of these analysis is to identify the genes with significant expression change across two conditions. The approaches to this problem can be classified in two broad categories. Methods in the first category, known as fold analysis, estimate the ratio between the expression levels of each gene in the two conditions (fold change), whereas methods in the second category use the data to estimate the difference in expression of each gene in the two conditions.

6.1 Ratio-based Analysis

Early comparative experiments based on cDNA microarrays technology measured differences of gene expression across two conditions in terms of fold-change, computed as the ratio of the expression levels \([78, 79, 27]\). Particularly, only genes with a fold-change exceeding 2 were usually described as differentially expressed. The need to define a threshold to assess significant differentially expressed genes in two conditions is the motivation of a series of articles focused on statistical fold-analysis.

We let \(\mu_{gi}\) denote the true expression level of gene \(g\) in condition \(i\), so that \(\rho_g = \mu_{g1}/\mu_{g2}\) denotes the unobservable “true” expression level ratio for gene \(g\) in the two conditions. When \(\rho_g = 1\), the expression level of the gene \(g\) has not changed, while \(\rho_g < 1\) and \(\rho_g > 1\) indicate differential expression of the gene \(g\) in the two conditions. Particularly, \(\rho_g < 1\) means that the gene is down-regulated by condition 1, whereas \(\rho_g > 1\) means that the gene is up-regulated by condition 1. Statistical approaches to ratio-based differential analysis estimate the ratio \(\rho_g\) with some statistic \(r_g\), and decide whether deviations of the estimate \(r_g\) from 1 can be attributed to a real difference of the gene expressions in the two conditions, rather than sampling variability. In the first published work following this approach [17], the authors use the naive ratio estimator \(r_g = y_{g1}/y_{g2}\), where \(y_{gi}\) is the expression level measured in condition \(i\), \(i = 1, 2\). Assuming that the measurements from the two different channels (corresponding to the Cye3 and Cy5 fluorescent dyes) are independent and normally distributed, and that they have constant coefficient of variation for all genes in both conditions, the authors derive an approximate distribution of the ratio statistic \(r_g\) that can be used to find \((1 - \alpha)\%\) confidence interval for the ratio \(\rho_g\). The assumption of a constant coefficient of variation \(c\) in the two conditions let the distribution of \(r_g\) depend on \(c\), which is estimated by Maximum Likelihood. The authors also propose an iterative procedure to simultaneously estimate \(c\) and the normalization factor to render comparable the measurements from the two channels.

As noted by [69], this approach disregards ancillary information during the computation of the distribution of the ratio statistic. Despite the fact that expression levels should be positive numbers, the measurements of the two channels are supposed to follow normal distributions. The inappropriate distribution assumptions is corrected in [69], by assuming that the measurements of the two channels follow Gamma distributions, and a Bayesian method is proposed to estimate the fold-change of each gene to account for the “between microarrays” variability. Although this second
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approach is based on sounder distributional assumptions about gene expression measurements, it relies on the unconventional assumption that the experimental error across microarrays also follows a Gamma distribution.

Distributional assumptions aside, both approaches treat the pair of measurements of each gene in the cDNA microarray as independent, but this choice does not seem to be correct. In fact, the same spot of cDNA in the microarray is simultaneously hybridized with the pool of mRNA so that, by design, each pair of measurements should be treated as a matched pair. Alternative approaches that model directly the ratio \( r_g = y_{g1}/y_{g2} \), or its logarithm \( l_g = \log(r_g) \), overcome this difficulty. The method described by Lee et al. in [59] uses a mixture model to describe the joint distribution of the log-ratio of the measurements from the two channels as follows:

\[
f(l_g) = pf_E(l_g) + (1 - p)f_U(l_g)
\]

where \( p \) is the unknown proportion of genes that are differentially expressed; \( f_E(l_g) \) is the density function of \( l_g \), when the gene \( g \) is differentially expressed, and \( f_U(l_g) \) is the density function of \( l_g \), when the gene \( g \) is not differentially expressed. By assuming a normal distribution for \( l_g \), for each \( g \), one can estimate the components of the mixture by using for example the EM algorithm [26]. The estimates can then be used to compute the posterior probability

\[
pf_E(l_g)/f(l_g)
\]

that each gene \( g \) is differentially expressed in the two experiments. When more than one replication is available, this procedure is applied to a “polished” summary of the original expression ratios that is computed as follows. By taking into account the sources of variability of each gene measurement, the authors model the log-ratio of the paired measurements for each gene \( g \) by

\[
\log(y_{g1k}/y_{g2k}) = \mu + \alpha_g + \beta_k + (\alpha\beta)gk + \epsilon_{gk} \quad g = 1, \ldots, G, \quad k = 1, \ldots, n
\]

(1)

where \( G \) is the total number of genes in the microarray, and \( n \) is the total number of replicates of the experiment. The parameter \( \alpha_g \) represents the “gene-effect”, described as the specific ratio of expression level when either the gene is expressed or unexpressed in each replication of the experiment. The parameters \( \beta_k \) captures the “microarray-effect” and the interaction terms \((\alpha\beta)gk\) account for possible variation of each gene expression ratio in each replication of the experiment. The errors \( \epsilon_{gk} \) are assumed to have zero mean. Despite acknowledging that all the effects in model (1) should be treated as random effects, the authors propose to estimate the parameters \( \alpha_k \) using the standard two-way Anova estimator

\[
\hat{\alpha}_g = \frac{1}{n} \sum_k \frac{y_{g1k}}{y_{g2k}} - \frac{1}{nG} \sum_k \frac{y_{g1k}}{y_{g2k}} \quad g = 1, \ldots, G.
\]

The estimates \( \hat{\alpha}_g \) are then used as proxy of \( l_g \) to estimate the posterior probability that the genes are differentially expressed. Several authors have improved the whole procedure, by relaxing the parametric assumption on the mixture model [31, 71], or using a larger number of fixed effects [51], or random effects [96].

The scope of this stream of works is limited to gene expression data measured by cDNA microarrays, where the expression measurements across the two experimental conditions are paired by
design. When the expression data are measured with oligonucleotide microarrays, there is no unique pairing of the data. To conduct the fold analysis on repeated experiments, researchers compute the average of the normalized expression levels in the two experimental conditions, and impose an arbitrary threshold on the ratio (or log-ratio) of the two averages. Unfortunately, no consensus exists about this threshold, even across different studies on the same organism by the same investigator [41, 97]. Typically, this threshold varies between 2 and 3 [37, 66, 46, 76], but it can be as low as 1.7 [58], and no published work addresses the problem of the extent of false positive and false negative rates produced by this “naive” fold analysis.

### 6.2 Differential Analysis

Suppose that an experiment, comparing two conditions 1 and 2, produces expression level data $y_{gik}, g = 1, \ldots, G, i = 1, 2, \text{ and } k_i = 1, \ldots, n_i$. When the expression levels are measured with cDNA microarrays, the replications of each condition are equal $n_1 = n_2 = n$, while there is no need to impose this restriction for data measured with oligonucleotide microarrays. For each gene, we let $\mu_{gi}$ denote the true expression level in condition $i$. The hypothesis that the gene $g$ is not differentially expressed in the two conditions is equivalent to setting $H_0 : \mu_{g1} = \mu_{g2}$, while differential expression occurs under the alternative hypothesis $H_a : \mu_{g1} \neq \mu_{g2}$. To identify the set of genes that are differentially expressed, one needs to test, for each gene, the null hypothesis $H_0 : \mu_{g1} = \mu_{g2}$, and to select the set of genes for which the null hypothesis is false. The standard statistic used for testing the null hypothesis is

$$t = \frac{\bar{y}_{g1} - \bar{y}_{g2}}{\sigma_g}$$

where $\bar{y}_{g1}$ and $\bar{y}_{g2}$ are the (normalized) average expression level of gene $g$ in the two conditions, and $\sigma_g$ is the standard error of the sample mean difference. When the two samples are independent — as for data collected with oligonucleotide microarrays — $\sigma_g$ can be computed as

$$\sigma_{g1}^2 = \frac{\sum_{k_i}(y_{g1k_i} - \bar{y}_{g1})^2}{n_1(n_1 - 1)} + \frac{\sum_{k_i}(y_{g2k_i} - \bar{y}_{g2})^2}{n_2(n_2 - 1)} \equiv \frac{S_1^2}{n_1} + \frac{S_2^2}{n_2},$$  \label{eq:19}

and, when the two samples are not independent — as for data collected with cDNA microarrays — a more appropriate calculation of $\sigma_g$ is

$$\sigma_{g2}^2 = \frac{\sum_k[(y_{g1k} - y_{g2k}) - (\bar{y}_{g1} - \bar{y}_{g2})]^2}{n(n - 1)} \equiv \frac{S_1^2}{n} + \frac{S_2^2}{n} - 2\frac{S_{12}}{n}.$$ \label{eq:19-1}

where the term $S_{12} = \sum_k(y_{g1k} - \bar{y}_{g1})(y_{g2k} - \bar{y}_{g2})/(n - 1)$ is an estimate of the covariance of the two sample means. Notwithstanding some inconsistencies in the calculation of $\sigma_g$, the use of this $t$-statistic was first introduced in the differential analysis of oligonucleotide microarray experiments by [38] under the name of signal-to-noise ratio. Adopting the same $t$-statistic, Tusher et al. [90] use resampling techniques to identify a gene-specific threshold and to define an acceptance and rejection region for the null hypothesis. The procedure — called Significance Analysis of Microarrays SAM — computes a gene-specific threshold by taking into consideration the false positive rate, in this case the number of genes mistakenly detected as differentially expressed. The same $t$-statistic is applied in [98] in a similar manner to the differential analysis of gene expression data measured.
with cDNA microarrays, although \( \sigma_g \) is not corrected to model the within pairs dependency. A Bayesian parametric version of the analysis based on the \( t \)-statistic is described in [5], whereas [30] propose an empirical Bayes procedure.

A model-based approach to estimate the difference of gene expression between two experimental conditions is presented by [88]. The idea is to model the expression level \( y_{gi} \) of gene \( g \) in the experiment \( i \) by

\[
y_{gi} = \delta_i + \lambda_i(a_g + b_g x_i) + \epsilon_{gi}
\]

where \( \epsilon_{gi} \) is the experimental error, \( \delta_i, \lambda_i \) are parameters that model chip-specific variability, \( x_i \) is a dummy variable that denotes the experimental condition, and \( a_g, b_g \) are gene specific parameters. Particularly, by setting \( x_i = 0, 1 \), \( b_g \) represents the difference of expression levels of gene \( g \) across the two conditions. The weighted-least squares estimates of the parameters \( \delta_i, \lambda_i \) are used to adjust the expression level \( y_{gi} \) into \( \left( y_{gi} - \hat{\delta}_i \right) / \hat{\lambda}_i \) that are themselves used to estimate \( b_g \). Although the modeling approach is appealing, because the authors attempt to take into account different sources of variability that can affect the expression level of each gene, the final inference is based on large sample approximations. Given the fact that often comparative experiments are based on three or four replications, relying on large sample approximations may be a serious limitation for the applicability of this method.

7. Analysis of Multiple Conditions

Some of the most interesting applications of microarray technology are based on data collected under multiple experimental conditions. These conditions can be, for example, different known classes of the same tumor — such as acute leukemia [38] or non-Hodgkin’s lymphoma [1] — or controlled experimental factors as sex and age [48]. The different experimental conditions can also be time points, when the experimenter wishes to analyze the evolution of a physiological response [45] or to identify genomic features of a cell cycle [73], or to track down the genetic mechanisms that switch a locally growing tumor into a metastatic killer [20]. These different experiments are designed to answer different questions and they require different data analysis tools.

7.1 Main Objectives

Data are typically collected in a \( G \times n \) array \( Y \), where \( G \) is the number of genes whose expression level is measured in each of the \( n \) samples. Each row \( y_g = (y_{g1}, \ldots, y_{gn}) \) collects the expression level \( y_{gj} \) for gene \( g \) measured in the \( n \) samples, while each column \( e_j = (y_{1j}, \ldots, y_{Gj}) \) collects the expression level of the \( G \) genes in sample \( j \). The expression levels can be either absolute or relative with respect to a common reference sample. The \( n \) samples are typically collected from \( c \leq n \) conditions. We will denote by \( n_i \) the number of samples taken in each condition \( i \), so that \( n = \sum_{i=1}^{c} n_i \). The main experimental goals of multiple microarray experiments fall neatly into two broad classes:

**Class Prediction.** The experimenter chooses \( c \) conditions and measures repeatedly the expression level of the same set of genes in each condition. Each condition is regarded as a class label, and the goal of the analysis is to detect the genes that are differentially expressed in at least
two conditions, or that are good predictors of the class. The analysis described in Section 6 is a particular example of the type of analysis described here, although its goal is mainly to “describe” the genomic differences of two conditions. In cancer genomic experiments, for example, the goal may be the development of new diagnostic tools, based on the genome landscape of tumor cells, to obtain reliable prognosis to inform the therapeutic strategy. To do this, the experimenter may collect samples from patients known to be affected by different types of the same tumor class — such as different types of leukemia [38] or breast cancer [94] — and uses each patient sample as an instance of the genomic landscape of the specific type of tumor. The goal of the analysis would be to determine the genomic fingerprint of each type of tumor, to make it possible a genome-based diagnosis of a specific tumor [55].

**Class Discovery.** Multiple microarray experiments can also be used to help investigators create new classifications by discovering new classes characterized by a specific genomic fingerprint. There is little doubt that the current taxonomy of cancer lumps together molecularly distinct diseases with distinct clinical phenotypes, with the consequence that patients receiving the same diagnosis can have different clinical courses and treatment responses [1]. For example, in the analysis of gene expression data collected from tissues of breast cancer patients affected, the goal may be the identification of new molecular taxonomies of breast cancers characterized by particular genomic fingerprints. Again, the advantage of such discovery could be to aid the diagnosis, as well as to tailor treatments to more specific diagnoses. Sometimes, the distinction among different classes is observable only through the dissection of the dynamics of the genomic system. In these cases, the different conditions are represented by time points and the goal is to identify groups of genes behaving in a similar way.

The solution to class prediction problems requires the development of classification rules able to label the genomic landscape of a sample, whereas the goal of class discovery studies is to create new classes from the available data. Formally, the distinction between the two tasks is that the former relies on a labeled data set, while the latter relies on an unlabeled data set. Supervised and unsupervised machine learning methods are currently used to tackle both tasks.

### 7.2 Supervised Classification

Supervised classification techniques are used to learn a classification rule from a set of labeled cases (called the training set) to label new cases in a test set. Suppose the $G \times n$ data matrix $Y$ contains the expression profiles of $G$ genes measured in $c$ different conditions, and that each condition $i$ is measured $n_i$ times for a total of $n = \sum_i n_i$. Each condition $i$ is regarded as a class label, and the columns of the data matrix $Y$ are the labeled cases used to learn mappings of genomic landscapes to class labels. This mapping can be constructed in two ways. One approach models the dependency of the class labels on the gene expression and this dependency is used to compute the probability of each class label, given its genomic landscape. The classification can be based on a decision rule that lets a class be chosen by minimizing the expected loss. We call this approach model-based versus a model-free approach in which the space of gene expression data is partitioned in such a way that each element of the partition corresponds to one and only one class label. Well known model-based classification methods are multinomial logistic or probit regression [67] and naive
Bayes classifiers [39]. In multinomial logistic/probit regression, the probability distribution of the class labels \( p(i|y_1, \ldots, y_G) \), \( i = 1, \ldots, c \), is modeled as

\[
p(i|y_1, \ldots, y_G) = F^{-1}(\beta_0 + \sum_{ghk} \beta_g y_{ghk})
\]

where \( F \) is the cumulative distribution function of the logistic distribution or of the standard normal distribution, \( y_{ghk} \) is the expression level of gene \( g \) in the replication \( k \) of condition \( h \), and \( \beta_g \) are regression parameters. The probabilities are estimated directly from the training set and, to classify a case with known gene expression data, say \( y_1, \ldots, y_G \), it is sufficient to compute the probabilities \( p(i|y_1, \ldots, y_G) \) for all \( i \), and to select the class with maximum probability. The classification rule can be adjusted to account for misclassification costs. A difficulty with this approach, known as “small \( n \) large \( p \)” problem, is the typical sparsity of the microarray data, which often consists of thousands of genes and few observations for each gene. A Bayesian method for fitting probit regression and tackling the “small \( n \) large \( p \)” problem has been recently proposed by [94] for the classification of different types of breast cancers.

Naive Bayes classifiers rely on the assumption that expression measurements within a microarray are conditionally independent given the class membership, so that the stochastic dependency between class labels and gene expression values can be modeled as

\[
p(i, y_1, \ldots, y_G) = p(i) \prod_g p(y_g|i).
\]

where \( p(y_g|i) \) is the density function of the expression level of gene \( g \) in class \( i \). Once the terms \( p(i) \) and \( p(y_g|i) \) are estimated from the training data, it is possible to predict the class of a new unlabeled case by computing the posterior distribution of the class labels, given the gene expression values observed in the new case. The conditional independence assumption of the classifier simplifies the dependency structure of the class labels on the gene expression data and the classification rule can be learned efficiently and accurately, despite the small number of observation available for each gene [50].

The classification accuracy of both regression and naive Bayes classifiers can be improved by selecting the subset of genes with highest predictive accuracy. In logistic regression, for example, the selection of genes can be done by using standard large sample model selection techniques, which are reliable when the number of observation for each pair \( (y_g, i) \) is at least 25 [67]. Similar feature selection methods are available for naive Bayes classifier [68]. However, the staggering cardinality of the model space requires the adoption of heuristic search strategies. For example, if one limits attention to the set of all additive logistic regression model, the cardinality of the model space would be \( 2^G \), where \( G \) can be as large as 12,625, in the case of experiments carried out with the Affymetrix Human Genome U95A chip.

Examples of model-free approaches to classification are methods for discriminant analysis as Fisher linear discriminant analysis, nearest neighbor classification trees, [39], or support vector machines [92]. A comprehensive review of classical statistical methods for discriminant analysis applied to gene expression based tumor discrimination is presented in [28], with a critical assessment of pros and cons of each method. Support vector machines are another supervised classification technique. Support vector machines use a training set in which genes known to belong to the same
functional class are assigned the same class label, and genes known not to be members of that class are assigned the same different class label. The two-labeled data constitute the training set that is used to learn to distinguish between members and non-members of the functional class on the basis of their expression data. Having learned the expression features of the class, the support vector machine can be used to recognize and classify the genes in the data set on the basis of their expression [9].

Although model-based approaches provide a quantification of the uncertainty of the predictive model and a principled way to select a subset of the most predictive genes, model-free approaches to classification are currently more popular. The selection of genes with predictive properties is often based on heuristic rules, such as filtering out genes with a fold change not exceeding a particular threshold [86], or selecting genes that are highly correlated with a dummy pattern associated with each class [38].

7.3 Unsupervised Classification and Clustering

Unsupervised classification techniques, such as clustering or multidimensional scaling, can be used to group either genes with a similar expression profile or samples (e.g. patients) with a similar genomic landscape, or both simultaneously. The average-linkage hierarchical clustering proposed by Eisen et al. [32] is today one of the most popular analytical methods to cluster gene expression data. Given a set of \( n \) expression values measured for \( G \) genes, this approach recursively clusters genes, or samples, according to some similarity measure of their measurements. When applied to gene expression profiles, the method treats each row of the \( G \times n \) data matrix \( Y \) as an \( n \)-dimensional vector, and iteratively merges genes into a single cluster. Relationships among the genes are represented by a tree (dendrogram), whose branch lengths reflect the degree of similarity between the genes. The similarity measure commonly used is the correlation between pairs of gene expression data, but other measures have been used, such as Euclidean distance or information-theoretic metrics. The resulting tree sorts the genes in the original data array \( Y \), so that genes or groups of genes with similar expression patterns will be adjacent. The ordered table can be displayed graphically, together with the dendrogram, for the investigators’ visual inspection. Figure 8 provides an example of such graphical display known as Eisen plot.

The same approach can be applied to the columns of the data matrix to identify samples with a similar gene expression landscape. Hierarchical clustering applied to the rows and columns of the data array \( Y \) will return a sorted image of the original data. The image of the sorted data is typically used to support the operation of partitioning genes or samples into separated groups with common patterns. This operation is done “visually”, by searching for large contiguous patches of color representing groups of genes sharing similar expression patterns or groups of samples sharing similar gene expression landscape. The identification of these patches allows the extraction of subgroups of genes to be used to re-cluster the samples, conversely, the extraction of subgroups of experiments to be used to re-cluster gene expression patterns. Although the choice of the subsets is arbitrary and the final result heavily depends on the genes or samples selected at each step of the procedure, this method has been successfully applied to identify, for example, new genomic-based subclasses of non-Hodgkin lymphoma [1], cutaneous malignant melanoma [8], breast cancer [83], and lung cancer [7].

Notwithstanding these interesting results, this approach is not without problems. The subjective
Figure 8. Example of Eisen plot applied to 517 gene expression data measured in 13 experiments displaced along time. The image is a graphical display of the data array $Y$ with rows sorted using the average-linkage hierarchical clustering procedure. Each row of the image represents a gene, and each column represents an experiment. Each cell $(g, j)$ of the image represents, graphically, the log-fold ratio of gene $g$ expression in experiment $j$ and the same gene expression in experiment 1. Cells with log ratios of 0 are colored black, increasingly positive log ratios with reds of increasing intensity, and increasingly negative log ratios with greens of increasing intensity. A representation of the dendrogram is appended to the image. Contiguous patches of color, labeled with the letters A, B, C, D and E, are taken to indicate groups of genes that share similar expression patterns. The image is reproduced from [32].
nature of partitioning by visual inspection may lead to disregard some important information or to include irrelevant information. Decades of cognitive science research have shown that the human eye tends to overfit observations, to selectively discount variance and “see” patterns in randomness [91, 36]. Permutation tests are sometimes used to validate the partitions found by this procedure [32], and a bootstrap-based validation technique is presented in [52]. The Gap statistics of Tibshirani et al. [89] can also be used to find the optimal number of groups in the data. A second problem of this approach is the dilution of distance measures in average-linkage hierarchical clustering. When genes are assigned to the same subtree, the similarity measure between subtrees or between single genes and subtrees is computed by using a subtree profile calculated as average of the subtree member profiles. As the subtree grows, this average profile becomes a less adequate representation of the subtree members. A solution to this problem can be the adoption of single-linkage clustering or complete-linkage clustering [74].

Relevance networks [12] are a non hierarchical clustering method which does not suffer of this dilution problem. For each pair of genes, the method computes a similarity between their expression measures, such as correlation or mutual information on appropriately discretized expression measures, and assigns genes whose similarity measure is above a preset threshold to the same cluster. This method can be regarded as a graphical representation of the matrix of all pairwise distances between gene expression profiles, since genes assigned to the same cluster are linked by an edge whose thickness is proportional to the similarity between the two elements. Although this method does not rely on visual inspection, the division into clusters is entrusted to an arbitrary threshold.

When some prior knowledge about the number of groups in the data is available, k-means clustering can be used as an alternative to hierarchical clustering to provide an optimal grouping of rows and/or columns of the data array $Y$ into a preset number of clusters. K-means clustering starts with a random assignment of the rows (columns) of the data matrix into $k$ disjoint groups, and the rows (columns) are iteratively moved among the clusters until a partition with optimal properties is found. Typically, the criterion to find an optimal partition is minimizing the within-cluster variability while maximizing the between-cluster variability. The within-cluster variability is measured by the average distance between cluster members and the cluster profile, while the between-cluster variability is a measure of the distance of each cluster member from the other cluster profiles. K-means clustering is used by [87] to identify groups of genes with similar patterns across different experimental conditions. Similar to k-means clustering are the self-organizing maps of Kohonen [54]. A self-organizing map uses a 2- or 3-dimensional projection of each cluster profile and provides a straightforward graphical representation of the result. Self-organizing maps have been used to identify classes of genes with similar functions in the Yeast cell cycle [86], and they have been combined with nearest neighbor classification method to discriminate between two types of acute leukemia [38].

One potential danger of searching an optimal sorting of the data array $Y$ by independently looking for an optimal arrangement of rows and columns is to overlook the association between gene expression data and samples. Clustering methods that address the issue of sorting simultaneously rows and columns of the matrix $Y$ have recently been proposed, such as “gene shaving” [40], “bi-clustering” [18], “coupled two way clustering” [35], or the “plaid model” [57]. Gene shaving is a block clustering technique to cluster genes and samples simultaneously. The algorithm uses an iterative procedure to identify subsets of highly correlated genes that vary greatly between sam-
Biclustering is a method for clustering simultaneously genes and samples by using a similarity measures of genes and samples. The idea of coupled two way clustering is to cluster pairs of small subsets of genes and samples. The rationale of this approach is that only a small subset of the genes is expected to participate in any cellular processes, which by themselves are supposed to take place only in a subset of the samples. Therefore, the algorithm looks for pairs of a relatively small subset of genes and samples yielding stable and significant partitions. The plaid model is a block clustering technique that produces overlapping clusters.

All these clustering methods are model-free: they do not rely on any assumptions about the distribution of genes or samples. In contrast, model-based procedures [6, 16] regard clustering as the task of merging together the observations generated by the same probability distribution. Cast in this framework, the simultaneous clustering of genes and samples can be regarded as the task of identifying a hidden variable labeling the cells of the array \( Y \). In this way, the problem of simultaneously clustering rows and columns could be solved by estimating the hidden variable and, subsequently, by finding the genes and the samples that share the same label. If we let \( H \) be the hidden variable that assigns the same label \((r, c) (r = 1, \ldots, R, c = 1, \ldots, C)\) to similar cells of \( Y \), then the likelihood function of the matrix \( Y \), conditional on a known labeling of rows and column, can be represented as

\[
p(Y | H) = \prod_{r=1}^{R} \prod_{c=1}^{C} \prod_{g(r)} \prod_{j(c)} p(y_{g(r)j(c)} | \theta_{r,c} \theta_h)
\]

where \( g(r) \) are the genes assigned the same label \( r \), \( j(c) \) are samples assigned the same label \( c \), and \( p(y_{g(r)j(c)} | \theta_{r,c} \theta_h) \) is the density function of gene-samples assigned the same label pair. When some knowledge about \( R \) and \( C \) is available, one can use the EM algorithm to estimate the unknown parameters for a specification of the density function \( p(y_{g(r)j(c)} | \theta_{r,c} \theta_h) \) using a mixture model approach. Alternatively, if some initial labeling of the experiments is available, one can use some agglomerative clustering procedure to iteratively relabel rows and columns. Some relevant work in this area is presented in [99] for one dimensional clustering, and in [7]. Although model-based clustering relies on distributional assumptions on gene expression profiles and samples, the validity of these assumptions can be assessed using statistical validation techniques. One of the main advantage of a model-based approach is the possibility of using sounds statistical methods to assess the significance of the similarity between genes or samples and to identify the best number of clusters consistent with the data.

### 7.4 Time Series Analysis

Several applications of genome-wide clustering methods focus on the temporal profiling of gene expression. The intuition behind this analytical approach is that genes showing a similar expression profile over time should be acting together in the process under consideration because they belong to similar functional categories. Temporal profiling offers the possibility of observing the regulatory mechanisms in action and tries to break down the genome into sets of genes involved in the same, or at least related, processes. However, the clustering methods described in the previous section rest on the assumption that the set of observations for each gene are exchangeable over time: pairwise similarity measures, such as correlation or Euclidean distance, are invariant with respect to the order
of the observations and, if the temporal order of a pair of series is permuted, these distance measures will not change. While this assumption holds when expression measures are taken from independent biological samples, it may be no longer valid when the observations are realizations of a time series.

Although the functional genomic literature is becoming increasingly aware of the specificity of temporal profiles of gene expression data, as well as of their fundamental importance in unraveling the functional relationships between genes [18, 19, 20], traditional clustering methods are used to group genes on the basis of their similarity. For example, Holter et al. [42] describe a method to characterize the time evolution of gene expression levels by using a time translational matrix to predict future expression levels of genes based on their expression levels at some initial time, thus capturing the inherent dependency of observations in time-series. This approach relies on the clustering model obtained using timeless method, such as singular value decomposition [2], and then infers a linear time translational matrix for the characteristic modes of these clusters. The advantage of this approach is that it provides, via the translational matrix, a stochastic characterization of a clustering model, which takes into account the dynamic nature of temporal gene expression profiles. However, the clustering model which this method relies upon is still obtained by disregarding the dynamic nature of the observations, while we expect that different assumptions on the correlation between temporal observations will affect the way in which gene profiles are clustered together.

When the goal is to cluster gene expression patterns measured at different time points, the observations for each gene are serially correlated and clustering methods should take into account this dependency. CAGED (Cluster Analysis of Gene Expression Dynamics) [75] is a model-based approach to cluster temporal gene expression patterns able to account for temporal dependencies using autoregressive models. The method represents gene expression dynamics as autoregressive equations and uses an agglomerative procedure to search for the most probable set of clusters, conditional on the available data. CAGED features the ability to take into account the dynamic nature of gene expression time series during clustering, and a principled way to identify the number of distinct clusters. As the number of possible clustering models grows exponentially with the number of observed time series, the method uses a distance-based heuristic search procedure able to render the search process feasible. In this way, CAGED retains the important visualization capability of hierarchical clustering and acquires an independent measure to decide when two series are different enough to belong to different clusters. Furthermore, the reliance of this method on an explicit statistical model of gene expression dynamics makes it possible to use standard statistical techniques to assess the goodness of fit of the resulting model and validate the underlying assumptions. Ramoni et al. [75] use CAGED to cluster a set of 517 gene expression patterns observed during the temporal deployment of the transcriptional program underlying the response of human fibroblasts to serum [45]. By using simple first order autoregressive equations, the algorithm groups the gene temporal patterns into four clusters, while Iyer et al. identify, by visual inspection of the data array produced by average-linkage hierarchical clustering, eight subgroups of genes. Interestingly, these eight subgroups are merged into two of the clusters found by CAGED, thus supporting the claim that the human eye tend to overfit. Figure 9 shows the graphical display of the four clusters found with CAGED on the same data used in Figure 8. When the autoregressive order is equal to zero, this method subsumes, as a special case, model-based clustering of atemporal (i.e. independent) observations.
Figure 9: The four clusters of temporal gene expression data found with CAGED on the data of Figure 8. CAGED splits the 517 genes into four clusters, and each cluster merges, in a sorted manner, genes that are generated by the same stochastic process. Note that the images display contiguous patches of color that are eventually merged into four distinct clusters. As in the Eisen’s plot in Figure 8, a representation of the dendrogram is appended to each cluster, and attached to each node branch is the Bayes factor of the model in which the subtrees are merged versus the model in which the subtrees are left disjoint.
8. Open Challenges

Microarrays technology makes it possible the simultaneous execution of thousands of experiments to measure gene expression levels in a variety of conditions. This article has reviewed the biology of gene expression, the technology of microarray, and several statistical issues involved in the analysis of gene expression data, including experimental design, data quality, data analysis and validation. Although a massive effort is under way to improve both methods and technology, several challenges are still open and are particularly relevant to the statistical community.

Experimental design The design of a microarray experiment is an unprecedent challenge. The main character of microarray technology is to make it possible the parallel execution of thousands of experiments that are not independent of each other. For example, the measurements of the gene expression data are subjected to common experimental errors, such as those due to the amount of fluorescent dye used to label the target in each experimental replicate, or the amount of mRNA in each sample target. The challenge is the design of parallel and dependent experiments that can exploit the full power of this technology. Because no agreement exists about the appropriate statistical analysis of gene expression data produced with microarrays, and because many experiments with microarrays are conducted to generate rather than testing hypotheses, the experimental design questions are far from being answered.

Quality assessment and normalization A very important issue when analyzing gene expression data is to be able to assess whether the execution of an experiment was successful, or to evaluate the quality of the experimental data. By this we mean the ability to decide whether the effects of random components such as variations in the amount of dye, or variations of the mRNA samples, are not so large to mask irremediably the signal of the data. The normalization and gene filtering techniques discussed in Section 5 seem to be ad hoc bias-correction procedures, but their effect is unclear. Although the experimenter could be less preoccupied with this issue by repeating each experiment a certain number of times, costs and time constraints do not usually make taking many replicates a realistic options.

Differential analysis The last two years have witnessed an increasing number of research articles proposing methods for the differential analysis of gene expression data. Particular attention has been given to the differential analysis of gene expression data measured with cDNA microarrays, but very little work has addressed the issue of comparing gene expression data collected with oligonucleotide microarrays. The naive fold analysis described in Section 6 does not appear to give reproducible results, but it is very much the only simple option available to biologists. Analytical methods are needed for the differential analysis of gene expression data that address the specific aims of microarray experiments of not providing scientific discoveries but formulating scientific hypotheses.

Does clustering provide the right answer? Clustering techniques are extremely popular tools for the comparative analysis of gene expression data collected in a variety of conditions. The main reason for using clustering methods is the intuition that co-regulated genes have similar patterns, or similar levels of expression [32]. However, clustering techniques by themselves cannot discover the dependency structure between genes. Very popular machine learning tools such as Bayesian networks [23] and dynamic Bayesian networks seem to be the ideal modeling tool for capturing the
dependency structure among genes. The big challenge is whether the data structure available — large number of parameters for few observations — makes Bayesian networks induced from gene expression data reliable. The wealth of genomic information grows daily and one may imagine that full Bayesian methods could be used to integrate the data with prior knowledge in a coherent way. Some initial attempts are in [100, 81, 34].

Validation Validation of cluster analysis is a very important issue that deserves further attention. As often clusters of similar genes/experiments are detected by visual inspection, or by imposing arbitrary thresholds, it is necessary to independently validate the results to make sure that clusters are indeed capturing the signal in the data. Permutation tests, or bootstrapping the results, are often used to show that clustering applied to data in which the signal has been removed does not identify meaningful groups of genes/experiments. However, these tests do not prove that the groups found in the data are meaningful. Some independent, biological validation of subgroups of genes/experiments found by clustering is carried out in [1, 38], although on such a small number of cases (for example 40 patients in [1]) the validation does not seem to provide much support. Some authors show the validity of their results by using different clustering techniques [8, 7]. The development of sound validation tests ranks among the top priorities in the field.

Eric Lander [56] wrote that developing experimental designs able to take advantage of the full power of microarray technology is the challenge for biologists of this century but he also acknowledges that the greatest challenges are fundamentally analytical. The newly born functional genomic community is in great need of tools for data analysis and visual display of the results, and the statistical community could offer an invaluable contribution toward an efficient collection and use of functional genomic data.
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