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Abstract
Tongue analysis holds promise for disease detection and health monitoring, especially in traditional Chinese medicine. 
However, its subjectivity hinders clinical applications. Deep learning offers a path for automated tongue diagnosis, yet 
existing methods struggle to capture subtle details, and the lack of large datasets hampers the development of robust and 
generalizable models. To address these challenges, we introduce TonguExpert ( h t t p  s : /  / w w w  . b  i o s  i n o .  o r g  / T o  n g u E x p e r t), a 
free platform for archiving, analyzing, and extracting phenotypes from tongue images. Our deep learning framework inte-
grates cutting-edge techniques for tongue segmentation and phenotype extraction. TonguExpert analyzes a massive dataset 
of 5992 tongue images from a Chinese population and extracts 773 phenotypes including five predicted labels and their 
probabilities, 355 global features (entire tongue, tongue body, and tongue coating) and 408 local features (fissures and 
tooth marks) in a unified process. Besides, 580 additional features for five tongue subregions are also available for future 
study. Notably, TonguExpert outperforms manual classification methods, achieving high accuracy (ROC-AUC 0.89–0.99 
for color, 0.97 for fissures, 0.88 for tooth marks). Additionally, the model generalizes well to predict new phenotypes 
(e.g., greasy coating) using external datasets. This allows the model to learn from a broader spectrum of data, potentially 
improving its overall performance. We also release the largest publicly available dataset of tongue images and pheno-
types, which is invaluable for advancing automated analysis and clinical applications of tongue diagnosis. In summary, 
this research advances automated tongue diagnosis, paving the way for wider clinical adoption and potentially expanding 
the applications in the future.

Keywords TonguExpert · Tongue images · Tongue phenotype extraction · Automated platform · Traditional Chinese 
medicine · Deep learning
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Introduction

Tongue phenotypes hold great potential in the early detec-
tion of diseases and health monitoring, especially in tradi-
tional Chinese medicine (TCM) (Kim et al. 2014; Lo et al. 
2012; Morita et al. 2021). Tongue diagnosis has long been 
utilized by TCM practitioners for disease differentiation and 
therapeutic decision-making. Traditionally, this involves 
visually examining various attributes of the tongue such 
as shape, color, coating, fissures, and tooth marks. These 
observed features are regarded as manifestations indicative 
of the internal organs and overall health status (Lo et al. 
2012). Recent research has demonstrated that changes in the 
color and thickness of the tongue body or coating can reflect 
alterations in the microbiota of the tongue coating, which 
is associated with various conditions like tumors (Chen et 
al. 2024; Yuan et al. 2023), rheumatoid arthritis (Liu et al. 
2024), and hepatitis B (Tang et al. 2022). A tooth-marked 
tongue, characterized by tooth marks caused by an enlarged 
tongue pressing against teeth (Yanagisawa et al. 2007), is 
considered a significant indicator for TCM pathogenic fac-
tors such as spleen deficiency. It’s closely associated with 
clinical manifestations related to gastric diseases (Zhou et 
al. 2022). Clinical evidence suggests a correlation between 
tooth marks and elevated levels of alanine aminotransfer-
ase (ALT) (Hu et al. 2019), chronic kidney disease (CKD) 
(Chung et al. 2023) and acute ischemic stroke (Huang et 
al. 2022). While a fissured tongue is often perceived as a 
benign condition characterized by deep fissures of varying 
depth, size, and number on the tongue dorsum, limited evi-
dence exists regarding its genetic and pathological mecha-
nisms. Some studies have associated fissured tongue with 
psoriasis, age, IL-17RC mutation, and hormonal changes 
associated with pregnancy (Lynge Pedersen et al. 2015; 
Monshi et al. 2021; Picciani et al. 2018; Xie et al. 2023; Yun 
et al. 2007).

Tongue diagnostic offers great potential in early detec-
tion of diseases and long-term health monitoring due to its 
simplicity, effectiveness, cheapness, and non-invasiveness. 
However, the subjective nature of traditional tongue diag-
nosis limits its medical applications, as diagnostic accuracy 
relies heavily on the experience and knowledge of practi-
tioners, leading to unreliable and inconsistent results. To 
address this limitation, researchers are increasingly focus-
ing on developing objective and quantitative tongue diag-
nostic methods (Tania et al. 2019).

In recent years, efforts have been directed to develop-
ing tongue image processing techniques, including tongue 
edge segmentation and color analysis (Cao et al. 2016; Liu 
et al. 2022; Song et al. 2022; Wang et al. 2013; Xu et al. 
2020; Yuan et al. 2021). Tooth marks and fissures, being 
local symptoms of tongue conditions, present a fine-grained 

classification challenge. Previous studies have approached 
this problem by extracting these features as classified phe-
notypes. For instance, classification models of tooth-marked 
tongue have been constructed based on colors, concavity, 
and changes in brightness of the tooth-marked region (Shao 
et al. 2014). With the advancements in artificial intelligence 
and deep learning, convolutional neural network (CNN) 
algorithms are being increasingly applied to tongue image 
processing and classification. For example, Sun et al. used a 
seven-layer CNN model to recognize tooth marks(Sun et al. 
2019), while Wang et al. employed a 34-layer CNN model 
for classifying tooth-marked tongues (Wang et al. 2014). 
Tang et al. utilized a cascaded CNN to detect the tongue 
region and tooth marks (Tang et al. 2020).

While existing research on automated tongue diagnosis 
offers promise, several key shortcomings remain: (1) Frag-
mented Feature Analysis. Current methods typically ana-
lyze tongue features in isolation (color, morphology, local 
features) neglecting potential synergy for a more compre-
hensive assessment. (2) Limited Detail Extraction. Prior 
research often focuses solely on presence/absence of tooth 
marks or fissures, failing to capture crucial details like num-
ber, length, and location. This lack of granularity hinders 
capturing subtle changes in tongue appearance, impacting 
clinical interpretation. (3) Data Scarcity. Limited datas-
ets restrict the robustness and generalizability of trained 
models. (4) Restricted Prediction Scope. Previous models 
struggle to predict new phenotypes based on existing fea-
tures, limiting their adaptability. (5) Data Inaccessibility. 
The absence of publicly available datasets impedes model 
comparison and advancement.

To address these challenges, this study proposes an auto-
mated framework for tongue phenotype recognition and 
classification using deep learning algorithms (Fig. 1). Lever-
aging a large-scale dataset of individuals, our framework 
offers several key advancements: (1) Unified Feature Extrac-
tion. Our approach extracts both global (color, morphology) 
and local features (fissures, tooth marks) in a unified pro-
cess. (2) Standardized Dataset Creation. We introduce the 
largest known dataset of tongue images, including tongue 
region images, corresponding mask images, and extracted 
tongue phenotype labels with associated information. This 
standardized dataset facilitates future research. (3) State-
of-the-Art Segmentation and Prediction. Our framework 
incorporates cutting-edge image segmentation algorithms 
like Segmentation Anything model (SAM) (Kirillov et al. 
2023) along with other deep learning techniques, to capture 
fine-grained details of tongue phenotypes. Additionally, our 
model demonstrates the ability to predict new phenotypes 
based on existing features, validated through an indepen-
dent dataset. (4) User-Friendly Implementation and Broader 
Impact. The developed algorithms are integrated into a 
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user-friendly website ( h t t p  s : /  / w w w  . b  i o s  i n o .  o r g  / T o  n g u E x p 
e r t), allowing users to upload tongue images for analysis 
and access the standardized dataset for further exploration. 
This research advances automated tongue diagnosis, pav-
ing the way for its wider adoption in clinical settings and 
potentially expanding the applications of tongue diagnosis 
in the future.

Materials and Methods

Samples and Dataset

Our tongue image dataset was collected from two cohorts 
of volunteers. The first cohort included 2088 individuals 
who were recruited in four regional districts of China from 
2015 to 2019: Zhengzhou, Taizhou, Miaojiang and Nanning 
(NSPT, males: females = 1:1.65, aged from 18 to 78 years 
old, mean ± SD = 48.46 ± 12.91). This cohort is a sub project 

Fig. 1 Study overview
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extension were removed to maintain the integrity of the 
study’s findings. Ultimately, we obtained a dataset consist-
ing of 5992 tongue diagnosis photos, with a male-to-female 
ratio of 1:1.26 and an age range of 46.55 ± 13.21 years.

Tongue Segmentation

To mitigate the impact of extraneous elements such as facial 
features, lips, and the inner walls of the device, the tongue 
region in the original images was carefully segmented and 
extracted for detailed analysis. In this project, the segmen-
tation of the tongue body was achieved using a combined 
approach of Grounding DINO and SAM. Developed by 
Meta AI, the SAM enables zero-shot transfer, facilitating 
effortless interactive and automatic segmentation of any 
image or video without the need for additional training. 
Grounding DINO, an advanced zero-shot object detection 
model, integrates the Transformer-based DINO detector 
with grounding pre-training. By merging Grounding DINO 
with the SAM, precise segmentation of the tongue region 
from tongue diagnosis photos is attainable without training 
dataset.

The tongue region images obtained from SAM exhibit 
some shadows cast by lips on the tongue surface; to elimi-
nate these shadows, we employed the SAM-Adapter model. 
This method aims to optimize the SAM’s performance 
in complex tasks such as detecting camouflaged objects, 
shadow elimination, and medical image segmentation. The 
SAM-Adapter enhances the SAM’s adaptability to specific 
domain information or visual cues by incorporating efficient 
adapter modules into the segmentation network, thereby 
achieving more precise segmentation results in complex 
image processing scenarios. In this study, 242 shadow-free 
tongue images were used as a training set to deeply train the 
SAM-Adapter model. After several rounds of iterative train-
ing, the model’s performance significantly improved, and it 
was eventually saved and used for precise segmentation of 
shadow-free tongue images.

Considering possible future clinical applications, we 
divided the tongue into five subregions based on previous 
literature (Xu 2017): tongue bottom, tongue tip, tongue cen-
ter, and the two tongue margins. Specifically, the bottom 1/5 
of the entire tongue image was classified as the tongue tip, 
then the 1/5 on both the left and right sides as the tongue 
margins, the top 1/5 as the tongue bottom, and the remain-
ing part as the tongue center. These divided subregions were 
used for extraction of continuous phenotypes (except for 
shape phenotypes, which are not applicable). Additionally, 
we pairwise compared the gray median values of the five 
subregions. For data meeting normality and homogeneity 
of variance, we used the t-test; for data meeting normality 
but not homogeneity of variance, we used Welch’s t-test; 

of The National Science & Technology Basic Research Proj-
ect which was approved by the Ethics Committee of Human 
Genetic Resources of School of Life Sciences, Fudan Uni-
versity, Shanghai (No. 14117).

Samples in the second cohort included 3904 Han Chinese 
individuals who were recruited from 2018 to 2019 as vol-
unteers in the Staff Hospital of Jidong oil-field, Tangshan 
City, China (JD, males: females = 1:1.09, aged from 20 to 
80 years old, mean ± SD = 45.54 ± 13.26). This study was 
approved by the Institutional Review Board of Shanghai 
Institute of Life Sciences, Chinese Academy of Sciences 
(ER-SIBS-261410-A1801). To retain as many samples as 
possible and ensure that the tongue images are representa-
tive and diverse, we excluded images based only on photo 
quality rather than participants’ health status. Further details 
of participants recruitment can be found in the previous 
papers (Peng et al. 2024; Xia et al. 2020). All procedures 
performed in the study involving human participants were 
in accordance with the ethical standards of the institutional 
and/or national research committee and with the Declara-
tion of Helsinki and its later amendments or comparable 
ethical standards. All participants provided written informed 
consent.

The greasy coating dataset utilized for assessing the 
generalization capability of the model originates from one 
of our previously published articles (Wang et al. 2022), 
including 1486 tongue images of three tongue image labels: 
non-greasy (N = 85), greasy (N = 759), and thick greasy 
(N = 642). Details of image processing are available in the 
original paper.

Tongue Images Quality Control

To ensure the stability and reliability of imaging condi-
tions, all images were captured using a specialized tongue 
diagnostic instrument. This device comprises a dark box 
equipped with a stable artificial light source and a high-per-
formance digital camera, both set in fixed positions. Such 
an arrangement ensures consistent irradiation of the tongue, 
with the positions of the light source and camera being 
static, thereby mitigating the impact of external lighting on 
the photographic outcomes.

Quality control was rigorously applied to all tongue 
images. Any images exhibiting blurriness or showing 
incomplete tongues were excluded. Notably, images dis-
playing improper tongue extension were also discarded. 
Improper extension, characterized by the tension or curl-
ing of the tongue due to excessive force during extension, 
can interfere with the tongue’s blood circulation. This may 
lead to alterations in the tongue’s color, coating, or moisture 
levels. Since such changes could obscure the true charac-
teristics of the tongue, images depicting improper tongue 
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each color space. Texture features encompass local binary 
patterns (LBP), histogram of oriented gradients (HOG), 
information entropy, contrast, and uniformity. Shape fea-
tures include the length, width, aspect ratio, and area of the 
entire tongue, the area of both tongue body and coating, as 
well as the ratio of tongue coating area to tongue body area. 
CNN features were extracted using the Visual Geometry 
Group 16 (VGG16) network. The resulting 4096-dimen-
sional feature vector was reduced using principal compo-
nent analysis (PCA), ultimately yielding a ten-dimensional 
CNN network feature.

Tongue Tooth Mark Detection

Before detecting tooth marks, a binary classification model 
for tongue tooth marks was developed based on the Res 
Net50 network to obtain images containing tooth marks. 
The training set included 291 images without teeth marks 
and 325 images with teeth marks, with the model utilizing 
five-fold cross-validation.

Tongue tooth mark detection in this project was con-
ducted using the YOLOv8 model, the latest version in the 
You Only Look Once (YOLO) series of real-time object 
detectors, renowned for its state-of-the-art accuracy and 
speed. YOLOv8 uses advanced backbone networks and 
neck architectures, enhancing feature extraction and object 
detection performance. Compared to anchor-based methods, 
it achieves greater precision and detection efficiency. For 
the training set, two professionals collaboratively annotated 
the tongue tooth mark locations in tongue images, with only 
the consistently annotated results included. The final train-
ing set comprised 468 annotated images of tongue tooth 
marks. Additionally, due to the tendency of object detection 
networks to annotate the same tongue tooth mark multiple 
times, further correction of the detection results was neces-
sary. This was achieved by calculating the Intersection over 
Union (IoU) values between different detection boxes. If the 
IoU value exceeded 0.35, it indicated a duplicate annota-
tion, and the duplicates were removed, retaining only one.

Various features of tongue tooth marks were extracted 
from the images, including color, texture, shape, and CNN 
network features. The method for extracting color features 
is analogous to that used for tongue color. Additionally, the 
phenotypes of three color spaces and grayscale in tooth 
marks were calculated as relative values to their correspond-
ing phenotypes in the entire tongue. Shape features encom-
pass the number of tooth marks and the mean, maximum, 
and minimum values of their width, height, and diagonal 
lengths. The methods for extracting texture and CNN fea-
tures are same as those for tongue coating.

for data not meeting normality but meeting homogeneity of 
variance, we used the Mann-Whitney U test; and for data 
meeting neither, we used the Kruskal-Wallis test.

Global Tongue Phenotypes Extraction

To extract more accurate tongue color phenotypes, it is gen-
erally necessary to preprocess the tongue images first, with 
the detection of reflective spots being a crucial aspect of this 
preprocessing. The variations in lighting conditions during 
the capture of each photograph lead to inconsistent intervals 
of grayscale distribution in the highlights of these images. 
Utilizing a fixed threshold to identify highlights will lead to 
significant inaccuracies. Consequently, we apply histogram 
equalization to all photos in order to establish a dependable 
interval for highlight distribution. Subsequently, we utilize 
230 as the threshold value to create a binary mask, which is 
then employed to eradicate the highlighted area in the origi-
nal image.

Separation of the tongue coating and body is a prerequi-
site and fundamental step for the qualitative and quantitative 
analysis of their colors. Typically, the k-means clustering 
algorithm is employed for the separation of tongue coating 
and body. The k-means algorithm, a partition-based clus-
tering method, is simple but can be influenced by outliers 
and is not suitable for large datasets. Upon comparison, it 
was found that the Clustering Large Applications (CLARA) 
algorithm, capable of handling large data sets, was more 
suitable. Therefore, in this project, the CLARA clustering 
algorithm was used to achieve the separation of coating 
and body. After separation, the next step is to automati-
cally determine the tongue coating and tongue body using 
an algorithm. Since the tongue body has a more vivid red 
color compared to the coating, we use a method based on 
the proportion of the red value in determining the color 
components. Specifically, if the red value occupies a larger 
proportion in the Red, Green and Blue (RGB) color space, 
the system automatically identifies the image as tongue 
body; conversely, if the red value’s proportion is smaller, it 
is identified as tongue coating.

To comprehensively describe the color distribution of 
the entire tongue, tongue body and tongue coating, histo-
grams of color distributions in RGB, L*ab, Hue, Saturation 
and Value (HSV) color spaces, and grayscale values were 
extracted, with each color space divided into five intervals 
to obtain the frequency values of colors in each interval. 
Subsequently, the first moment (representing the mean of 
the data distribution), the second moment (representing 
the variance of the data distribution), and the third moment 
(representing the skewness of the data distribution) of these 
color spaces were calculated. Additionally, we also calcu-
lated the median, mean, variance and skewness values for 
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alpha value of 1, we employed 10-fold cross-validation to 
determine the optimal value of the regularization param-
eter lambda, and selected the lambda value that minimized 
the mean squared error (MSE). This approach reduces the 
complexity of the model by shrinking some coefficients 
to zero, thereby selecting the most relevant features, and 
mitigates the impact of multicollinearity by penalizing large 
coefficients.

We developed a tongue phenotype classification model 
using the Random Forest algorithm. Features of tongue 
coating color, tongue color, tongue fissures, or tongue teeth 
marks were used as input vectors for training the Random 
Forest model. Five-fold cross-validation was employed dur-
ing the training process. Subsequently, the model was vali-
dated on the test set, and the area under the curve (AUC) 
was calculated. The top 10 most important features for pre-
dicting tongue phenotype categories were identified based 
on the feature importance scores from the model. It should 
be noted that we used random forest rather than other deep 
learning algorithms to establish the classification model, 
thus maintaining the interpretability of the classification 
model and helping users identify the phenotypes most rel-
evant to specific classifications. Additionally, to provide 
clinicians with valuable probabilistic insights into the diag-
nostic predictions, we provide both the classification results 
and the prediction probabilities of the prediction model.

Predicting Greasy Coating Labels Based on 
Quantitative Phenotypes

This study explored a novel approach: predicting qualitative 
tongue phenotypes based on quantitative phenotype data to 
extend the clinical diagnostic applications of quantitative 
tongue phenotypes and apply this prediction model to a 
broader range of tongue phenotype labels. To validate this 
approach, the study applied it to a dataset from a published 
paper (Wang et al. 2022). The paper included a dataset of 
tongue diagnosis images and corresponding greasy coating 
labels, classifying the images into non-greasy, greasy, and 
thick greasy categories. We applied the tongue image phe-
notype feature extraction methods developed in this study to 
these diagnostic images, extracting color, texture, and shape 
features of the tongue coating, tongue body, and entire 
tongue using a series of algorithms, as well as deep fea-
tures using CNN. Based on the quantitative phenotype data 
extracted from these images, we further conducted quality 
control and feature selection on these phenotypes to select 
the phenotypes included in predictive model. This study 
built a greasy coating prediction model using the random 
forest algorithm. The labeled dataset is divided into three 
categories including 85 non-greasy tongue images, 759 

Tongue Fissure Detection

Before segmenting tongue fissures, a binary classification 
model for tongue fissures was trained using ResNet50 to 
obtain images containing tongue fissures. The training set 
included 473 images without fissures and 473 images with 
fissures, with the model using five-fold cross-validation.

In this study, the SAM-Adapter model was also used for 
the segmentation of tongue fissures. We used 412 tongue 
fissure images as training data to train the SAM-Adapter 
model. To optimize the model’s performance, we utilized 
a pre-trained model for camouflaged objects. After several 
iterations of training, the model’s performance significantly 
improved, and it was eventually saved and used to segment 
the tongue fissures in the entire tongue image dataset.

Similarly, we extracted the color, texture, shape, and 
CNN network features of tongue fissures from the images, 
employing the same methods used for extracting tooth mark 
phenotypes.

Manual Annotation of Classified Tongue Phenotypes

Two experts manually labeled the severity of fissures and 
tooth marks on the same set of tongue diagnosis images 
(how many). They categorized tongue color (light red, red, 
dark red), coating color (white, light yellow, dark yellow), 
and classified fissures and tooth marks into two categories: 
light and severe. Ultimately, we constructed a labeled data-
set for a quantitative prediction model containing various 
tongue phenotype images, which includes 142 white tongue 
coating images, 198 light yellow tongue coating images, 
127 dark yellow tongue coating images; 110 light red tongue 
body images, 149 red tongue body images, 172 dark red 
tongue body images; 408 light tongue fissure images, 378 
severe tongue fissure images; as well as 539 light tongue 
teeth mark images and 269 severe tongue teeth mark images.

Prediction of Classified Tongue Phenotypes

Building upon the extracted global and local phenotypes, 
we investigated the ability to predict classified phenotypes 
based on this information. To evaluate the performance of 
our model, the manual labels of tongue body color, tongue 
coating color, tooth marks, and fissures, as mentioned 
above, were employed as benchmarks. Only samples agreed 
on by both experts were included in the dataset used for pre-
dicting classified phenotypes. And the labeled dataset was 
divided into a training set and a test set at an 8:2 ratio. Con-
sidering the potential collinearity in such a large number of 
phenotypes, we applied the Least Absolute Shrinkage and 
Selection Operator (LASSO) algorithm for feature selection 
on the training dataset before modeling. Using the default 
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the tongue tip subregion appeared the reddest (usually due 
to less coating), the tongue bottom subregion appeared the 
darkest (usually due to thicker and darker coating), and the 
colors of the two tongue margins were similar. Addition-
ally, we pairwise compared the grayscale values of the five 
subregions. As expected, the results showed statistically sig-
nificant differences between all subregions except the two 
tongue margins (Fig. S1b). These results showed that our 
extracted phenotypes can effectively capture the detailed 
features of different regions of the tongue.

Tongue Phenotypes Extraction

After completing the segmentation of the tongue body, we 
extracted the phenotypes of coating color, tongue color, fis-
sures, and tooth marks. Before extracting the coating and 
tongue phenotypes, it was necessary to remove reflective 
spots and segment the entire tongue into tongue body and 
coating. The tongue coating and tongue body were properly 
distinguished, as shown in Fig. S2, the correlation between 
coating color and tongue color was significantly lower than 
the internal correlation within the coating and tongue color 
themselves. The correlations of all color phenotypes of 
tongue coat and tongue substance are shown in Fig. S3.

greasy tongue images, and 642 thick-greasy tongue images, 
and split into a training set and a test set in an 8:2 ratio.

Results

Tongue Segmentation

Employing a combined approach of Grounding DINO 
(object detection) and SAM (segmentation), we achieved 
precise tongue region segmentation in the original images. 
Our method offers a clear advantage in edge segmenta-
tion compared to the widely used Mask region-based CNN 
(Mask R-CNN) network. As illustrated in Fig. 2, Mask 
R-CNN generates wavy segmentation edges around the 
tongue, which could hamper the subsequent extraction of 
tongue tooth marks. In contrast, SAM produces smoother 
edges, leading to more accurate analysis.

Considering that clinicians often focus on specific 
regions of the tongue, we referred to previous literature 
and further divided the tongue into five subregions (tongue 
bottom, tongue tip, tongue center, and the two tongue mar-
gins) to enhance clinical applicability. For example, in the 
case of color phenotypes, we extracted the average color 
of these five subregions in JD cohort (Fig. S1a). Visually, 

Fig. 2 Tongue segmentation comparison of Mask R-CNN (a) and SAM (b)
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99.59%, and F1-score (balanced metric for precision and 
recall) was 98.69%. Similarly, the tooth mark classification 
model achieved an average accuracy of 98.54% with high 
precision (99.34%), recall (97.52%), and F1-score (98.41%). 
These results indicate that our neural networks effectively 
extracted tongue fissures and tooth marks (Fig. 3a and b). 
Training successfully optimized the models, as evidenced 
by the steadily decreasing loss values for both YOLOv8 and 
SAM-Adapter networks (Fig. 3c and d). After training, the 
SAM-Adapter network achieved a final mean IoU (mIoU) 
of 0.72 for fissure segmentation, indicating good overlap 
between predicted and actual segmentation masks. At a 
threshold of 0.5, the mean Average Precision (mAP) of the 
tooth mark detection network reached 0.83, signifying high 
average precision in identifying tooth marks. To describe 
the position and distribution of the tooth marks, our pheno-
type includes the carefully extracted number, relative width, 
and height of the tooth marks. The correlogram in Fig. S4 
shows that the detected tooth marks are mainly distributed 
on the left and right margins and the lower middle part of 
the entire image, which aligns with the actual distribution of 
tooth marks primarily on the tongue margins and tip.

To assess the reliability of our phenotypic quantification 
method, we captured two consecutive images of the same 
sample within a short interval. As shown in Fig. S5b, all 11 
samples exhibited highly significant correlations between 
the two measurements (Pearson r > 0.98, p < 0.05). Different 

Our deep learning models achieved impressive results in 
classifying tongue fissures and tooth marks (Tables 1 and 2). 
The fissure classification model reached an average accu-
racy of 98.62%, demonstrating high sensitivity and specific-
ity (ability to correctly identify both positive and negative 
cases). Precision (accuracy of positive identifications) was 
97.80%, recall (ability to detect all positive cases) was 

Table 1 Five-fold cross validation results of tongue fissure binary clas-
sification network

Loss Accuracy 
(%)

Precision 
(%)

Recall 
(%)

F1 
score

Fold 1 0.005 99.47 98.75 100 99.37
Fold 2 0.007 98.41 97.25 100 98.61
Fold 3 0.003 98.94 98.10 100 99.04
Fold 4 0.003 97.88 96.91 98.95 97.92
Fold 5 0.040 98.41 98.00 98.99 98.49
Average 0.011 98.62 97.80 99.59 98.69

Table 2 Five-fold cross validation results of tooth mark binary clas-
sification network

Loss Accuracy 
(%)

Precision 
(%)

Recall 
(%)

F1 
score

Fold 1 0.037 98.37 100.00 96.61 98.28
Fold 2 0.013 99.19 98.33 100.00 99.16
Fold 3 0.059 98.37 100.00 96.67 98.31
Fold 4 0.059 97.56 100.00 94.34 97.09
Fold 5 0.010 99.19 98.39 100.00 99.19
Average 0.036 98.54 99.34 97.52 98.41

Fig. 3 Tongue tooth mark and fissure extraction results. (a) An example of tongue tooth mark extraction results. (b) An example of tongue fissure 
extraction results. (c) Loss curve of the tongue tooth mark detection network (top) and the tongue fissure segmentation network (bottom)
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mark and tongue fissure. A detailed description of all phe-
notypes is available in File S2.

We examined the correlation between all quantitative phe-
notypes and manual assigned labels for traditional classified 
phenotypes. The results (Fig. 4b) revealed that, as expected, 
tongue coating and tongue body color labels were strongly 
correlated with color-based quantitative phenotypes, while 
tongue fissure and tooth marks labels were primarily associ-
ated with shape and texture phenotypes but not color. Fur-
thermore, unlike tongue body label, the correlation patterns 
of tongue coating label with grayscale and three color space 
phenotypes were inconsistent. This suggests that extracting 
more fine-grained color phenotypes may help us differenti-
ate between different tongue phenotypes.

Prediction of Classified Tongue Phenotypes

To evaluate how well our extracted features predict tradi-
tional classified tongue phenotypes, we compared model 
predictions for the color levels of tongue body and tongue 
coating, as well as the severity levels of tongue fissures 
and tooth marks, with manually annotated labels. We fed 
a series of previously extracted variables (coating color, 
tongue color, tooth marks, and fissures) into a random forest 
model to predict their classifications. Initially, two experts 
manually assessed and classified these phenotypes. The 
classification between the two raters for the same sample is 

classes of phenotypes were selected as examples (Fig. S5c) 
to further demonstrate that there were no significant differ-
ences between the two measurements (p > 0.05, paired Wil-
coxon signed-rank test), highlighting the robustness of our 
model.

Correlation of Extracted Phenotypes and Manual 
Labels

TonguExpert extracts a total of 763 phenotypes including 
355 global features (entire tongue, tongue body, and tongue 
coating) and 408 local features (fissures, tooth marks). The 
763 quantitative phenotypes were used later in the classifi-
cation prediction model, as shown in Fig. 4a. There are 530 
color phenotypes extracted, including 90 phenotypes each 
for the entire tongue, tongue body and coating, and 130 
phenotypes each for tooth mark and fissure. There are 103 
shape phenotypes extracted, including three phenotypes for 
tongue body and coating (area of tongue body and coating, 
the ratio of tongue coating area to tongue body area), four 
phenotypes for the entire tongue (area, width, length and 
aspect ratio), and 48 phenotypes each for tooth mark and 
tongue fissure. There are 80 texture phenotypes extracted, 
including 16 phenotypes each for the entire tongue, tongue 
body, tongue coating, tooth mark and tongue fissure. There 
are 50 CNN feature phenotypes extracted, including 10 each 
for the entire tongue, tongue body, tongue coating, tooth 

Fig. 4 Count of extracted quantitative phenotypes (a) and spearman correlation coefficient (r value) between these phenotypes and four manual 
labels (b)
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Prediction of Greasy Coating Phenotypes as a Novel 
Phenotype in an External Dataset

To evaluate the model’s ability to handle unseen data (gen-
eralization), we applied our method to an external dataset 
to extract the global phenotypes (color, shape, texture and 
CNN feature phenotypes of the entire tongue, tongue body 
and coating) and predict greasy coating (non-greasy, greasy, 
and thick greasy) based on these phenotypes (Fig. 6a). We 
extracted 355 phenotypes, after quality control and feature 
engineering, 135 phenotypes remained. Interestingly, 29 
of these features were related to color, and only one was 
related to texture. Additionally, the distribution of these 
features is informative: 15 features originated from the 
tongue coating itself, 10 from the entire tongue, and just 
five from the tongue body, highlighting the importance of 
the tongue coating for greasy coating classification. The 
model’s predictions (horizontal axis) and the actual clas-
sifications (vertical axis) are in high correlation (Fig. 6b), 
and the ROC-AUC values indicate excellent performance: 

shown in Fig. 5a. Only images with consistent annotations 
by both raters were included in the random forest training 
set. The model’s performance was evaluated using receiver 
operating characteristic (ROC) curves and AUC (shown in 
Fig. 5b). Here, the ROC-AUC values for coating color clas-
sification ranged between 0.96 and 0.98, for tongue body 
color between 0.92 and 0.99, for fissures it was 0.98, and 
for tooth marks it was 0.91. These high values indicate good 
discrimination ability.

We identified the top 10 most important features used by 
the model for each prediction (Fig. 5c). As expected, fea-
tures related to the tongue body itself dominated the model 
predicting tongue body color, highlighting the accuracy of 
our extractions. Consistent with the correlation analysis, 
tongue body and coating were primarily associated with 
color phenotypes (H and S value of HSV, L and a value 
of Lab for body; H and S value of HSV, b value of Lab for 
coating). Fissure and tooth mark predictions relied more on 
shape or texture features.

Fig. 5 Tongue phenotype classification results. (a) Manual classifica-
tion labels for tongue color, coating color, fissures, and tooth marks 
phenotypes. (b) ROC curves for the model predictions of classified 
phenotypes of tongue color, coating color, fissures, and tooth marks. 

(c) Top 10 most important phenotypes in each predictive model. The 
colors of bars represent the region of the tongue from which the phe-
notype was extracted
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data-driven models exhibit excellent performance, the lack 
of interpretability in features limits clinical applications and 
generalization to new phenotypes. Additionally, scarce data 
impedes model comparison and advancement. To address 
these challenges, our study introduces TonguExpert ( h t t p  s : /  / 
w w w  . b  i o s  i n o .  o r g  / T o  n g u E x p e r t), a free, automated platform 
for archiving, analyzing and extracting corresponding phe-
notypes from tongue images.

Current methods typically analyze tongue features in 
isolation (color, morphology, local features) neglecting 
potential synergy for a more comprehensive assessment. 
This study proposes an automated framework for tongue 
phenotype recognition and classification using deep learn-
ing algorithms. The comprehensive framework integrated 
algorithms such as DINO and SAM for tongue segmenta-
tion, and Yolov8, ResNet50 for tongue phenotype extrac-
tion. Leveraging a large-scale dataset of natural individuals, 
including 5992 de-identified tongue images and phenotypes 
from a Chinese population, our approach extracts 773 phe-
notypes including 355 global features (entire tongue, tongue 
body, and tongue coating) and 408 local features (fissures, 
tooth marks) in a unified process. Besides, 580 additional 
features for five tongue subregions are also available for 
future study.

In addition to the features extracted from the primary data-
set, our model can also be further enhanced by incorporating 

0.95 for non-greasy, 0.84 for greasy, and a remarkable 0.91 
for thick greasy coatings (Fig. 6c). Notably, the top three 
most influential features all came from the tongue coating, 
further emphasizing the model’s focus on relevant areas 
(Fig. 6d). These results showcase the power of combining 
feature selection with machine learning models. By extract-
ing informative phenotypes from tongue images, the model 
can effectively predict greasy coating classifications. This 
approach has significant advantages for applications in, 
for example, traditional medicine or automated diagnostic 
tools.

Discussion

Tongue diagnosis is an effective and non-invasive method 
that does not rely on instruments and is not limited by loca-
tion, contributing to the establishment of primary healthcare 
(Wen et al. 2020). However, the utilization of tongue images 
is contingent upon the prior knowledge and clinical experi-
ence of doctors, resulting in a lack of objectivity and robust-
ness in tongue diagnosis results (Matos et al. 2021; Wang 
et al. 2020). Previous studies have made significant efforts 
towards standardizing tongue diagnosis, but fragmented 
and coarse-grained feature analyses impede the accumula-
tion of knowledge regarding tongue characteristics. While 

Fig. 6 Greasy tongue phenotype classification results. (a) Process 
for predicting greasy coating classification using global quantitative 
phenotypes. (b) Confusion matrix for the model predictions of greasy 

coating. (c) ROC curves for the model predictions of greasy coating. 
(d) Top 10 important phenotypes in model predicting greasy coating
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not perform as well. Future work will focus on improving 
model compatibility with mobile images.

Current studies on the genetics and multi-omics of 
tongue phenotypes are scarce. The next step is to analyze 
these aspects using multi-omics approaches to understand 
individual differences in tongue phenotypes and their link 
to diseases.

Conclusion

This study introduces TonguExpert ( h t t p  s : /  / w w w  . b  i o s  i n o .  
o r g  / T o  n g u E x p e r t), a platform for archiving tongue images 
and extracting corresponding phenotypes and the large pub-
licly available dataset hold significant promise for advanc-
ing research in tongue image analysis and diagnosis. This 
study demonstrates the effectiveness of combining feature 
selection with deep learning for extracting informative fea-
tures from tongue images and accurately predicting tongue 
phenotypes, paving the way for its wider adoption in clini-
cal settings and potentially expanding the applications of 
tongue diagnosis in the future.

Supplementary Information The online version contains 
supplementary material available at  h t t p  s : /  / d o i  . o  r g /  1 0 . 1  0 0 7  / s 4  3 6 5 7 - 0 
2 4 - 0 0 2 1 0 - 9.
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external labels. Notably, TonguExpert achieves robust per-
formance (ROC-AUC 0.92–0.99 for color, 0.98 for fissures, 
0.91 for tooth marks) demonstrating its stability and reliabil-
ity. Interestingly, the correlation analysis showed that differ-
ent color space phenotypes may vary in importance across 
different prediction tasks, suggesting that finer-grained 
phenotypes could improve our ability to describe unseen 
phenotypes more accurately in the future. Furthermore, the 
model’s generalization ability was validated using an exter-
nal dataset for predicting greasy coating phenotypes. This 
yielded promising results (ROC-AUC 0.84–0.95) with good 
interpretability, highlighting the potential of integrating arti-
ficial intelligence into tongue diagnosis for a more objec-
tive, reliable, and efficient approach.

Although deep learning models have achieved impres-
sive performance in previous tongue diagnosis studies, the 
black-box nature of deep learning has also led to some chal-
lenges (Liu et al. 2023; Yuan et al. 2023): in the clinical, it 
may hinder the interpretability of results, limiting the prog-
ress of clinical applications; while in the laboratory, it makes 
it difficult for us to accumulate understanding of tongue fea-
tures, which is not conducive to further research on tongue 
diagnosis. Therefore, in this study, we used a variety of deep 
learning models to extract as many and as fine-grained phe-
notypes as possible, and used traditional machine learning 
models (random forest) for prediction, to balance the perfor-
mance and interpretability of the models. The phenotypes 
we extracted form a universal phenotype library, which can 
serve as the basis for interpreting unseen phenotypes in the 
future, helping us generalize clinical observations, moni-
tor the early stages of diseases, and enabling more targeted 
research into the biological mechanisms of tongue features.

Limited data hinders the robustness and generalizability 
of deep learning models, while the lack of publicly available 
datasets impedes model comparison and advancement. To 
address these challenges, we introduce the largest known 
dataset of tongue images. This dataset includes tongue 
region images, corresponding mask images, and extracted 
tongue phenotype labels with associated information. The 
dataset and the developed algorithms are integrated into 
a user-friendly website, allowing users to upload tongue 
images for analysis and access the standardized dataset 
for further exploration. This research advances automated 
tongue diagnosis, paving the way for its wider adoption in 
clinical settings and potentially expanding the applications 
of tongue diagnosis in the future.

Limitations and Future Directions

Additional high-quality manual labels can further enhance 
model performance. While satisfactory results were 
achieved with different devices, mobile phone images may 
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